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FROM THE EDITOR   

Let me start this issue with a good news about our journal. On behalf of the 
Editorial Board and the Editorial Office, I am pleased to share with our partners 
and supporters – authors, reviewers and readers – information about the 
continuous growth of the Statistics in Transition new series in terms of the scores 
and recognition by the prestigious indexation bases. For instance, according to 
the new CiteScore metrics released by Scopus for the year 2018, our journal has 
obtained 0, 27 (compared to 0, 21 in 2017).  Even more, the journal has recently 
been included into the New Scimago Journal & Country Rank – a portal 
developed from the information contained in the Scopus database. We are 
thankful to everyone who contributed to these achievements in any way – they all 
count! 

A set of eleven papers published in this issue of the Statistics in Transition 
new series presents a heterogeneous body of works – from statistical and 
econometric research articles through the conference papers from the 2nd 
Congress of Polish Statistics (Warsaw, July 2018) and a paper from the 27th 
Conference on Classification and Data Analysis (Ciechocinek, September 2018) 
to a research communicate.  

The main part which contains research papers starts with an article 
Statistical inference of exponential record data under Kullback-Leiber 
divergence measure by Raed R. Abu Awwad, Ghassan K. Abufoudeh and 
Omar M. Bdair. Using one parameter exponential record data, the authors 
conduct statistical inferences (maximum likelihood estimator and Bayesian 
estimator) for the suggested model parameter. They also aim to predict the future 
(unobserved) records and to construct their corresponding prediction intervals 
based on observed set of records. In the estimation and prediction processes, the 
square error loss and the Kullback-Leibler loss functions are employed. Numerical 
simulations were conducted to evaluate the Bayesian point predictor for the future 
records. Subsequently, data analyses involving the times (in minutes) to 
breakdown of an insulating fluid between electrodes at voltage 34 kV have been 
performed to show the performance of the methods developed on estimation and 
prediction.  

Anoop Chaturvedi's and Sandeep Mishra's paper Generalized Bayes 
Estimation of Spatial Autoregressive Models deals with the spatial 
autoregressive (SAR) models, which are widely used in spatial econometrics for 
analysing spatial. The authors derive a Generalized Bayes estimator for 
estimating the parameters of a SAR model for data involving spatial 
autocorrelation structure. The admissibility and minimaxity properties of the 
estimator have been discussed. For investigating the finite sample behaviour of 
the estimator, the results of a simulation study have been presented, and the 
approach was applied to demographic data on total fertility rate for selected 
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Indian states - an improvement over the usual least squares estimator was 
demonstrated for a wide range of the parametric settings. 

Jana Cibulková, Zdenek Šulc, Sergej Sirota, and Hana Rezankova 
discuss The effect of binary data transformation in categorical data 
clustering in the paper focused on hierarchical clustering of categorical data. 
They compare two approaches, the first of which embraces performing a binary 
transformation of the categorical variables into sets of dummy variables and then 
use the similarity measures suited for binary data, while the second uses 
similarity measures developed for the categorical data. The comparison of these 
two approaches is performed on generated datasets with categorical variables 
and the evaluation is done using both the internal and the external evaluation 
criteria. In conclusion, the authors demonstrate that the binary transformation is 
not necessary in the process of clustering categorical data since the second 
approach yields comparable results under the less demanding conditions. 

Grażyna Dehnel's and Marek Walesiak's paper A comparative analysis of 
economic efficiency of medium-sized manufacturing enterprises in districts 
of Wielkopolska province using the hybrid approach with metric and 
interval-valued data describes a hybrid approach to evaluating economic 
efficiency of medium-sized manufacturing enterprises (employing from 50 to 249 
people) in districts of Wielkopolska province, using metric and interval-valued 
data. The authors employ an approach that combines multidimensional scaling 
with linear ordering. The analysis was based on data prepared in a two-stage 
process. First, a data set of observations was obtained for metric variables 
describing economic efficiency of medium-sized manufacturing enterprises. Next, 
the unit-level data were aggregated at district level and turned into two types of 
data: metric and interval-valued data. The analysis of interval-valued data was 
carried out using symbolic-to-classic and symbolic-to-symbolic approaches, and 
the results of the two approaches were compared. [The calculations were made 
with scripts prepared in the R environment.] 

Adedayo A. Adepoju's and Tayo P. Ogundunmade's paper Economic 
growth and its determinants: a cross-country evidence presents evidence 
from a panel of 126 countries, over the time period of 2010 to 2014, that 
economic growth is dependent on various factors. The authors found that 
government expenditure control, reduced inflation and increased trade openness 
are the factors that boost the economic growth of a country. Significant evidence 
is seen for government consumption, fiscal policy and trade openness. No 
significant relationship has been observed between exchange rate and economic 
growth, whereas unemployment influences output for African countries. The cross 
regional analysis of Asian, European, African, Caribbean and American countries 
gives specific determinants for these regions. Fiscal balance has shown 
a consistent positive relationship with economic growth throughout the analyses. 
Fiscal balance and unemployment rate played their role in the growth of African 
countries. Inflation rates and increased openness were significant for some 
regions. Exchange rate did not return significant coefficients for any of the sub-
regions. Government consumption, trade openness, policy interest rate and 
industrial production rate showed significant effect for different regions of the 
world. 
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III 

In the article Application of the strategy combining monetary unit 
sampling and a Horvitz–Thompson estimator of error amount in auditing – 
results of a simulation study, Bartłomiej Janusz discusses a possible 
alternative for testing audit populations with high error rates under a pragmatic 
assumption that auditors need information on the performance of different 
statistical methods when applied to audit populations. A strategy combining 
systematic Monetary Unit Sampling and confidence intervals for the total error 
based on the Horvitz-Thompson estimator with normality assumption was 
checked – including its reliability and efficiency – using real and simulated data 
sets. It was shown that, for the majority of populations, the interval coverage rate 
was lower than the assumed confidence level. In most cases confidence intervals 
were too wide to be of practical use to auditors. Confidence intervals tended to 
become wider as the observed error rate increased. Tests disclosed that the 
distribution of the Horvitz-Thompson estimator was not normal. A detailed 
analysis of the distributions of the error amount in the examined real audit 
populations is also given.  

The next paper Estimation of Energy Intensity in Indian Iron and Steel 
Sector: A Panel Data Analysis by Anukriti Sharma, Hiranmoy Roy and 
Narendra Nath Dalei presents results of the empirical estimation of the energy 
intensity of Indian Iron and Steel sector accounting for the impact of ECA (Energy 
Conservation Act, 2001) and PAT (Perform, Achieve and Trade mechanism), 
Phase-I in dummy variable form. The results indicate that the decline in energy 
consumption in this sector until 2011 can also be attributed to Energy 
Conservation Act implemented in the year 2001 along with other factors. The 
authors conclude that ECA has a significant impact on reduction of energy 
intensity of the steel firms. PAT does not seem to have a considerable impact on 
energy intensity alone but in the years where both PAT and ECA are prevalent, 
i.e. from 2012 to 2015, there seems to be a significant impact of around 0.050 
reduction in energy intensity, as accounted for by different models in this paper. In 
addition, the empirical results suggest that profit margin intensity was found to be 
negatively related to energy intensity implying more profitable firms invest more 
in energy efficiency.  

The next articles are based on the conference presentations.  

In the paper Variable selection in multivariate functional data 
classification by Tomasz Górecki, Mirosław Krzyśko, and Waldemar 
Wołyński, a new variable selection method is considered in constructing 
a classification using multivariate functional data approach. The variable selection 
is a dimension reduction method, which leads to the replacement of the high-
dimensional vector process by a low-dimensional vector with a comparable 
classification error. Various classifiers appropriate for functional data are used. 
The proposed variable selection method is based on functional distance 
covariance (dCov) and the Hilbert-Schmidt Independent Criterion (HSIC), which 
are discussed in the literature. The method employed is a modified version of the 
procedure described by Kong et al. (2015), and the proposed methodology is 
illustrated with a real data. The authors consider this approach as an alternative 
to other variable selection methods.   
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Roman Zmyślony's and Arkadiusz Kozioł's paper Testing hypotheses 
about structure of parameters in models with block compound symmetric 
covariance structure deals with testing the hypotheses of the so-called 
structured mean vector and the structure of a covariance matrix. To this aim, 
Jordan algebra properties are used and tests based on best quadratic unbiased 
estimators (BQUE) are constructed. For convenience coordinate-free approach is 
employed as a tool for characterization of best unbiased estimators and testing 
hypotheses. To obtain the test for mean vector, linear function of mean vector 
with the standard inner product in null hypothesis is changed into equivalent 
hypothesis about some quadratic function of mean parameters (it is shown that 
both hypotheses are equivalent and testable). In both tests the idea of the positive 
and negative part of quadratic estimators is applied to get the test statistics which 
have F distribution under the null hypothesis. Finally, power functions of the 
obtained tests are compared with other known tests like LRT or Roy test. 
For some set of parameters in the model the presented tests have greater power 
than the above mentioned tests.  

The paper by Barbara Pawełek, Extreme gradient boosting method in the 
prediction of company bankruptcy discusses the use of machine learning 
methods to predict company bankruptcy. Comparative studies carried out on 
selected methods to determine their suitability for predicting company bankruptcy 
have demonstrated high levels of prediction accuracy for the extreme gradient 
boosting method in this area. This method is resistant to outliers and relieves the 
researcher from the burden of having to provide missing data. The special aim of 
this study is to assess how the elimination of outliers from data sets affects the 
accuracy of the extreme gradient boosting method in predicting company 
bankruptcy, with intention to show the advantages of application of the extreme 
gradient boosting method in bankruptcy prediction based on data free from the 
outliers. The research was conducted using 64 financial ratios for the companies 
operating in the industrial processing sector in Poland. The research results 
indicate that it is possible to increase the detection rate for bankrupt companies 
by eliminating the outliers reported for companies which continue to operate as 
a going concern from data sets. 

The issue concludes with a research communicate, Efficient two-parameter 
estimator in linear regression, by Ashok V. Dorugade, who discusses two-
parameter estimators in linear model with multicollinearity. The author proposes 
an alternative efficient two-parameter estimator along with examination of its 
properties and the results of its comparison with the OLS estimator, as well as the 
ordinary ridge regression (ORR) estimators. Also, using the mean squared error 
criterion the proposed estimator performs more efficiently than OLS estimator, 
ORR estimator and other reviewed two-parameter estimators. A numerical 
example and simulation study are finally conducted to illustrate the superiority of 
the proposed estimator.  

 

 
Włodzimierz Okrasa 

Editor  
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STATISTICAL INFERENCE OF EXPONENTIAL
RECORD DATA UNDER KULLBACK-LEIBLER

DIVERGENCE MEASURE

Raed R. Abu Awwad1, Ghassan K. Abufoudeh2, Omar M. Bdair3

ABSTRACT

Based on one parameter exponential record data, we conduct statistical inferences
(maximum likelihood estimator and Bayesian estimator) for the suggested model
parameter. Our second aim is to predict the future (unobserved) records and to con-
struct their corresponding prediction intervals based on observed set of records. In
the estimation and prediction processes, we consider the square error loss and the
Kullback-Leibler loss functions. Numerical simulations were conducted to evaluate
the Bayesian point predictor for the future records. Finally, data analyses involv-
ing the times (in minutes) to breakdown of an insulating fluid between electrodes at
voltage 34 kv have been performed to show the performance of the methods thus
developed on estimation and prediction.

Key words: Bayes estimation, Bayes prediction, record values, Kullback-Leibler
divergence measure, exponential distribution.

1. Introduction

Let X1,X2, ... be a sequence of independent and identically distributed (iid) random
variables from exponential distribution with probability density function (pdf)

f (x;θ) =

{
θe−θx i f x > 0,θ > 0

0 i f x≤0 ,
(1)

and cumulative distribution function (cdf)

F(x;θ) = 1− e−θx,x > 0,θ > 0. (2)

Based on the distribution function of exponential distribution, the distribution can be
used effectively in analyzing any lifetime data, especially when censoring is used or
if the data are grouped. The exponential distribution received considerable atten-
tion in the literature during the last three decades and was commonly used in many
situations of lifetime data analysis. The exponential distribution was typically used

1Department of Mathematics, Faculty of Arts and Sciences, University of Petra, Amman, Jordan.
E-mail: raed abuawwad@yahoo.com

2Department of Mathematics, Faculty of Arts and Sciences, University of Petra, Amman, Jordan.
E-mail: ghassan math@yahoo.com

3Faculty of Engineering Technology, Al-Balqa Applied University, Amman 11134, Jordan. E-mail:
bdairmb@bau.edu.jo. ORCID ID: https://orcid.org/0000-0002-5346-4381.
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to model time intervals between random events, such as the length of time between
arrivals at a service station. In queuing theory, the service times of agents in a sys-
tem are often exponentially distributed. It is worth mentioning here that when times
between ”random events” follow the exponential distribution with rate θ , then the to-
tal number of events in a time period of length t follows the Poisson distribution with
parameter θ t. Reliability theory and reliability engineering also use the exponential
distribution extensively. Many authors have developed inference procedures for ex-
ponential distribution. Abufoudeh et al. (2017) have obtained the Bayes estimate
of the parameter of the exponential distribution under Kullback-Leibler divergence
measure. Nasiri et al. (2012) have used the upper record range statistic to draw in-
ferences from the parameter of the exponential distribution. Based on record data,
Janeen (2004) have discussed the empirical Bayes estimators for the parameter
of the exponential distribution. An interested reader may refer to Balakrishnan et
al. (2005). Balakrishnan et al. (1995) have established some recurrence relations
for single and product moments from exponential distribution based on record val-
ues. Ahsanullah and Kirmani (1991) have obtained some characterizations of the
exponential distribution based on lower record values.

In many real life situations, we may be interested in the largest value of data
such as stock exchange, weather and sports, because in some cases the decisions
may depend on the largest values. Chandler (1952) has introduced the study of
record values and has reported many of the basic properties for records. Bdair
and Raqab (2009) have studied the mean residual lifetime of records and Bdair
and Raqab (2012) have studied the upper bounds of the mean residual lifetime of
records. Properties of record values have been extensively studied in the literature
by Ahsanullah (1988, 1995), Arnold and Balakrishnan (1989), Arnold et al. (1998),
Nevzorov (2001), Kamps (1995) and Jaheen (2004).

Let X1,X2, ... be a sequence (X-sequence) of iid random variables from the ex-
ponential distribution given in Eq. (1). The random variable X j is called an upper
record if X j > Xi for all i = 1,2, ..., j− 1. To formalize this concept, let X1,X2, ...,Xn

be a sample of size n from X-sequence. By convention X1 is the first record where
U(1) = 1 is the first record time. For n ≥ 2, X j is an upper record if its value ex-
ceeds all of the previous observations. To obtain record data, the nth record time
U(n) is defined using the recursive formula U(n) = min

{
j : X j > XU(n−1)

}
, then the

nth record is XU(n).
In this research work, based on record values we estimate the parameter θ of

the exponential distribution using both classical and Bayesian methods of estima-
tion, as well as we predict the future record values depending on a sequence of
past records. In the Bayesian estimation method and in prediction of future values,
we use two types of loss functions; the first is the square error loss (SEL) function,
which is defined as

L(θ , θ̂) = (θ − θ̂)2. (3)

The second is the Kullback-Leibler divergence measure (KL) as an alternative loss
function. The Kullback-Leibler divergence measure (also called relative entropy
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measure) has been introduced by Kullback and Leibler (1951). Unlike the square
error loss function, KL does not measure the discrepancy between an unknown
parameter and its estimate, but between the actual distribution f (x|θ) of the record
sample x

∼
of size n from X-sequence and the approximate distribution f̂ (x|θ̂). As

a consequence, it is invariant with one-to-one reparametrization of the parameters
and, hence, becomes a serious competitor to square error loss function. An in-
teresting property of the KL divergence is KL( f , f̂ ) > 0 with equality if and only if
f (x|θ) = f̂ (x|θ̂) ∀x ∈ x

∼
. For more details, one may refer to Abufoudeh et al. (2018)

and Singh et al. (2014). The Kullback-Leibler divergence measure of the true dis-
tribution f (x|θ) from the approximate distribution f̂ (x|θ̂) is defined as

KL( f , f̂ ) = E f

[
log

f (x|θ)
f̂ (x|θ̂)

]
= E f

[
log

θe−θx

θ̂e−θ̂x

]
= log

θ

θ̂
− (θ − θ̂) E f (X)

=
θ̂

θ
− log

θ̂

θ
−1. (4)

This measure is called Kullback-Leibler error loss (KEL) function and it is denoted
by KL(θ , θ̂).

The rest of the article is organized as follows. In Section 2, based on record
data from the exponential distribution of parameter θ , we find the maximum like-
lihood estimate and the Bayes estimate of θ , under both SEL and KEL functions.
In Section 3, we find the point and credible interval of the future records based on
previously known records generated from the exponential distribution. A simulation
study based on different sizes of record samples from the exponential distribution
and real life example is presented in Section 4. Simulation studies that compare
all classical and Bayes estimates along with a real life example are presented and
discussed in Section 5. Finally, we conclude the results thus obtained in Section 6.

2. Classical method

The most common classical technique in estimating the unknown parameters of a
distribution is the maximum likelihood (ML) estimation method. The ML estimation
method chooses, as an estimate of θ , the value θ̂ , which maximizes the likelihood
function. Suppose we observe n upper record values x

∼
= (xU(1),xU(2), ...,xU(n)) from

X-sequence of iid random variables following the exponential distribution with pdf
and cdf given in (1) and (2), respectively. According to Arnold et al. (1998), the
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likelihood function of records based on exponential distribution is given as

L(θ |x
∼
) =

n−1

∏
i=1

f (xU(i)|θ)
1−F(xU(i)|θ)

f (xU(n)|θ)

= θ
n e−θxU(n) . (5)

Applying ln(.) for both sides, we obtain the log-likelihood function

lnL(θ |x
∼
) = n lnθ −θxU(n).

Differentiating the above equation with respect to θ and equating the resulting term
to zero, we obtain the ML estimator of θ as follows

θ̂ =
n

xU(n)
.

3. Bayesian method

In this section, we introduce the Bayesian point estimation and credible interval
for the unknown parameter of the exponential distribution based on upper record
values. The KEL and SEL functions are used to approximate the point estimation
of the unknown parameter θ .

3.1. Bayesian estimation

The inference problem concerning the unknown parameter θ can easily be dealt
with using the Bayesian method, since the posterior distribution supposedly con-
tains all available information about θ (both sample and prior information). The
posterior distribution of θ given x

∼
is defined as

π(θ |x
∼
) =

L(θ |x
∼
)π1(θ)∫

∞

0 L(θ |x
∼
)π1(θ) dθ

. (6)

Assume that θ has the conjugate gamma prior with pdf

π1(θ |a,b) =

{
ba

Γ(a)θ a−1e−bθ if θ > 0,

0 if θ ≤ 0,
(7)

where a > 0, b > 0 are the hyper-parameters. By substituting Eq. (5) and Eq. (7),
we immediately obtain

π(θ |x
∼
) =

(b+ xU(n))
a+n

Γ(a+n)
θ

a+n−1 e−θ(b+xU(n)). (8)
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That is, the posterior distribution of θ given x
∼

, is Gamma(a+n,b+ xU(n)).

The Bayesian estimator of θ under the SEL function is then given by

θ̂B1 = Eposterior(θ |x∼) =
a+n

b+ xU(n)
.

The Bayesian estimator of θ under the KEL function θ̂B2 is obtained by minimizing
the risk function

Eposterior(KL(θ , θ̂)) =
∫

∞

0

(
θ̂

θ
− log

θ̂

θ
−1

)
π(θ |x

∼
) dθ .

By differentiating Eposterior(KL(θ , θ̂)) with respect to θ̂ and setting its derivative to
zero, we get the equation ∫

∞

0

(
1
θ
− 1

θ̂

)
π(θ |x

∼
) dθ = 0.

Solving for θ̂ we conclude

θ̂B2 =
1

Eposterior(
1
θ
|x
∼
)

(9)

Using Eq. (8) and Eq. (9), the Bayes estimator under the KEL function is then

θ̂B2 =
Γ(a+n)

(b+ xU(n))Γ(a+n−1)
.

3.2. Credible interval

Since the posterior distribution of θ follows gamma distribution, a credible interval
of θ can be obtained as follows:
The (1−β )100% credible interval of θ , (CL,CU ), satisfies the following two conditions

P(CL < θ < ∞) = 1− β

2
, (10)

P(CU < θ < ∞) =
β

2
. (11)

Now, from Eq. (10), we have

∞∫
CL

(
b+ xU(n)

)a+n

Γ(a+n)
θ

a+n−1 e−θ(b+xU(n)) dθ = 1− β

2
.
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Using the transformation u = θ(b+ xU(n)), we immediately obtain

∞∫
(b+xU(n))CL

ua+n−1 e−u du =

(
1− β

2

)
Γ(a+n).

Based on the incomplete gamma function, which is defined as

Γ(c,d) =
∞∫

d

xc−1e−x dx, c > 0, d > 0, (12)

we immediately obtain

Γ
(
a+n, (b+ xU(n))CL

)
=

(
1− β

2

)
Γ(a+n). (13)

Similarly from Eq. (11), we obtain

Γ
(
a+n, (b+ xU(n))CU

)
=

β

2
Γ(a+n). (14)

Consequently, we conclude the lower and upper credible interval CL and CU by
solving Eqs. (13) and (14) using a suitable numerical method, with respect to CL

and CU , respectively.
In particular, if a is a positive integer, then the chi-square table values can be used
to construct the credible interval for θ as follows:
Since θ has Gamma(a+ n, b+ xU(n)), then a pivotal statistic Q = 2θ(b+ xU(n)) has
χ2

2(a+n). Hence, the (1−β )100% credible interval for θ is given by

χ2
(1− β

2 , 2(a+n))

2(b+ xU(n))
< θ <

χ2
( β

2 , 2(a+n))

2(b+ xU(n))
,

where χ2
(β ,r) is the 100β th upper percentile of chi-square with r degrees of freedom.

4. Bayesian prediction

In this section, we consider the problem of one sample prediction. The idea of this
problem is to find the Bayes predictors and bounds of future record values based on
observed records which have been taken from X-sequence. We consider the two
loss functions SEL and KEL to find the predictors and bounds. One sample predic-
tion problem has been studied by many authors, see Ahsanullah (1980), Dunsmore
(1983), Berred (1998) and Bdair and Raqab (2016).
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4.1. Predictors of future records

Let x
∼
= (xU(1),xU(2), ...,xU(m)) be the m observed upper records. To find the Bayes

predictor of the nth future upper record XU(n), 1≤ m < n, we need to derive the pos-
terior predictive density at any point y > xU(m), as follows:
The conditional probability density function of y = xU(n) given that the observed up-
per record data x

∼
is indicated by fXU(n)|x∼

(y|θ). Since the upper record values satisfy

the Markovian property, then fXU(n)|x∼
(y|θ) = fXU(n)|xU(m)

(y|θ). The conditional proba-

bility density function of y = xU(n) given that xU(m) is given (see Ahsanullah (1995))
by

fXU(n)|xU(m)
(y|θ) =

[H(y)−H(xU(m))]
n−m−1

(n−m−1)!
f (y|θ)

1−F(xU(m)|θ )

=
θ n−m eθxU(m)

(n−m−1)!
(y− xU(m))

n−m−1 e−θy,

where H(.) =− ln(1−F(.)). Using the well-known Binomial expansion, we immedi-
ately obtain

fXU(n)|xU(m)
(y|θ) = θ n−m eθxU(m)

(n−m−1)!

n−m−1

∑
i=0

(
n−m−1

i

)
(−1)i(xU(m))

i yn−m−1−i e−θy.

The posterior predictive density at any point y > xU(m), is then

f P
XU(n)|x∼

(y|θ) = Eposterior

[
fXU(n)|xU(m)(y|θ)

]
=

∞∫
0

θ n−m eθxU(m)

(n−m−1)!

n−m−1

∑
i=0

(
n−m−1

i

)
(−1)i(xU(m))

i yn−m−1−i e−θy
π(θ |x

∼
)dθ .

The Bayes estimator of future records under the SEL function, is given by

XBP1
U(n) = E f P(Y |x

∼
)

=

∞∫
xU(m)

 ∞∫
0

θ n−m eθxU(m)

(n−m−1)!

n−m−1

∑
i=0

(
n−m−1

i

)
(−1)i(xU(m))

i yn−m−1−i e−θy
π(θ |x

∼
)dθ

 dy

=

∞∫
0

θ n−m eθxU(m)

(n−m−1)!

n−m−1

∑
i=0

(
n−m−1

i

)
(−1)i(xU(m))

i

 ∞∫
xU(m)

yn−m−1−i e−θy dy

 π(θ |x
∼
)dθ .
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Using the transformation u = θy and Eq. (12), we obtain

XBP1
U(n) =

∞∫
0

eθxU(m)

(n−m−1)!

n−m−1

∑
i=0

(
n−m−1

i

)
(−1)i(xU(m))

i Γ(n−m− i+1,θxU(m))

θ 1−i π(θ |x
∼
)dθ .

Based on the MCMC samples {θ j ; j = 1,2, ...,M} generated from Eq. (8), the Bayes
predictor of future records becomes

X̂BP1
U(n) =

1
M

M

∑
j=1

eθ jxU(m)

(n−m−1)!

n−m−1

∑
i=0

(
n−m−1

i

)
(−1)i(xU(m))

i Γ(n−m− i+1,θ jxU(m))

θ
1−i
j

.

The Bayes predictor of future records under the KEL function, is given by

XBP2
U(n) =

1
E f P( 1

Y |x∼)

Using a similar argument, the Bayes predictor of future records will be

X̂BP2
U(n) =

M

∑
M
j=1

e
θ j xU(m)

(n−m−1)!

n−m−1
∑

i=0

(n−m−1
i

)
(−1)i(xU(m))i Γ(n−m−i−1,θ jxU(m))

θ
−1−i
j

.

4.2. Bounds of future records

Under SEL function, we present the Bayesian predicted bounds of the (1−β )100%
interval of the future record value, Y = XU(n), (YL,YU ).
The lower bound YL can be obtained by solving the following equation for YL

∞∫
YL

f P
XU(n)|x∼

(y|θ)dy = 1− β

2
,

or equivalently

∞∫
YL

f P
XU(n)|XU(m)

(y|θ)dy = 1− β

2
.

This is equivalent to solve the equation

∞∫
YL

 ∞∫
0

θ n−m eθxU(m)

(n−m−1)!

n−m−1

∑
i=0

(
n−m−1

i

)
(−1)i(xU(m))

i yn−m−1−i e−θy
π(θ |x

∼
)dθ

 dy = 1− β

2
,
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which yields to

∞∫
0

[
eθxU(m)

(n−m−1)!

n−m−1

∑
i=0

(
n−m−1

i

)
(−1)i(xU(m))

i Γ(n−m− i,θYL)

θ−i

]
π(θ |x

∼
)dθ = 1− β

2
.

Based on the MCMC samples {θ j ; j = 1,2, ...,M}, the lower bound YL can be found
by solving the equation

1
M

M

∑
j=1

[
eθ jxU(m)

(n−m−1)!

n−m−1

∑
i=0

(
n−m−1

i

)
(−1)i(xU(m))

i Γ(n−m− i,θ jYL)

θ
−i
j

]
= 1− β

2
.

Following the same approach, the upper bound YU can be found by solving the
equation

∞∫
YU

f P
XU(n)|XU(m)

(y|θ)dy =
β

2
.

Under the KEL function, the lower and upper bounds can be obtained by solving
the following two equations for YL and YU , respectively. 1

M

M

∑
j=1

[
eθ jxU(m)

(n−m−1)!

n−m−1

∑
i=0

(
n−m−1

i

)
(−1)i(xU(m))

i Γ(n−m− i,θ jYL)

θ
−i
j

]−1
−1

= 1− β

2
,

and 1
M

M

∑
j=1

[
eθ jxU(m)

(n−m−1)!

n−m−1

∑
i=0

(
n−m−1

i

)
(−1)i(xU(m))

i Γ(n−m− i,θ jYU )

θ
−i
j

]−1
−1

=
β

2
.

5. Simulation study and illustrative example

Here, we perform a simulation study based on the exponential distribution with θ = 2
(E(2)). From (E(2)) we generate different sample size cases of records n = 5,7,10.
A sample of size n upper record can be generated using the transformation

XU(k) =
∑

k
i=1 e(i)

θ
,k = 1,2, ...,n,

where {e(i), i≥ 0} is a sequence of iid E(1) [see Arnold et al. (1998), p.20].
Using the mean square error (MSE), we investigate the performance of the max-
imum likelihood estimator (MLE) and the Bayesian estimator of the parameter θ ,
based on 1000 replications. In Bayesian method, we use an informative prior π1(θ)

of gamma distribution with hyper parameters a = 2 and b = 1, based on the two
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suggested types of error loss functions SEL and KEL, to estimate the unknown pa-
rameter. The MCMC samples, which are used in computing the Bayes estimates,
are generated from gamma distribution with hyper parameters a = 2 and b = 1. We
compare the performance of the Bayes estimates of θ under two different priors for
θ ; the noninformative prior (a = b = 0) (Prior 0), where the prior density becomes
improper and not specifically related to the gamma density, and the informative
prior (a = 2,b = 1) (Prior 1). In the prediction process, we consider only the one
sample prediction problem to find the predictors of the future records as well as the
predicted intervals of the predictors based on the informative prior under the sug-
gested loss functions SEL and KEL for all cases of records n = 5,7,10.

In Tables 1 and 2, we present the MLEs and the Bayes estimators of θ under
SEL and KEL functions when Prior 0 and 1 are used.

Table 1. MLEs and Bayes estimators when θ = 1, MSEs are reported in
parentheses.

Prior 0 Prior 1
Cases MLE SEL KEL SEL KEL
n = 5 1.2268 1.2268 0.9814 1.3337 1.1432

(0.6233) (0.6233) (0.3664) (0.3801) (0.2180)
n = 7 1.1530 1.1530 0.9883 1.2439 1.1057

(0.2605) (0.2605) (0.1743) (0.2397) (0.1535)
n = 10 1.1067 1.1067 0.9960 1.1731 1.0754

(0.1795) (0.1795) (0.1362) (0.1692) (0.1227)

Table 2. MLEs and Bayes estimators when θ = 2, MSEs are reported in
parentheses.

Prior 0 Prior 1
Cases MLE SEL KEL SEL KEL
n = 5 2.3990 2.3990 1.9192 2.1909 1.8779

(1.7493) (1.7493) (1.0242) (0.5327) (0.3795)
n = 7 2.3899 2.3899 2.0484 2.2062 1.9611

(1.2336) (1.2336) (0.7970) (0.4922) (0.3568)
n = 10 2.2073 2.2073 1.9866 2.1596 1.9796

(0.5432) (0.5432) (0.4054) (0.4094) (0.3230)

It can be observed from Tables 1 and 2 that the Bayes estimators show superior
behaviour over the MLEs of θ as these estimates provide smaller MSEs. Further-
more, it is evident that the Bayes estimators obtained under Prior 1 compete quite
well with those obtained under Prior 0 in terms of the MSE criterion. It can be also
noted, as expected, that the MSEs tend to be smaller as the number of observed
records increases.

In Table 3, we present the average credible interval length (AL) and coverage
probability (CP) for the 95% confidence interval when θ = 2 under SEL and KEL for
n = 5,7,10. Table 4 contains different percentiles of the generated value of θ , which
are basically generated when θ = 2 as an initial value.
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Table 3. AL and CP for the 95% confidence intervals when θ = 2.
Prior 0 Prior 1

Cases AL CP AL CP
n = 5 θ 6.1430 0.93 4.1050 0.96
n = 7 θ 4.7036 0.95 3.6353 0.96
n = 10 θ 3.8140 0.94 3.1574 0.95

Table 4. Percentiles for the generated values of θ .
0.005 0.025 0.05 0.5 0.95 0.975 0.995

Percentiles 0.3685 0.6226 0.7772 1.9565 3.7570 4.1501 5.046

It can be noticed from Table 3 that the ALs of the 95% confidence intervals are
better when using Prior 1 than that when using Prior 0, and that the ALs decrease
as the number of observed records increases.

Table 5 contains the predicted values and the corresponding 95% predicted in-
tervals for the future record XU(n), 1≤m < n based on observed records under SEL
and KEL functions when Prior 1 is used.

Table 5. Predicted values and the corresponding 95% predicted intervals for
XU(n), 1≤ m < n under SEL and KEL functions when Prior 1 is used.

SEL KEL
Cases XU(n) Predicted 95% predicted Predicted 95% predicted

value interval value interval
n = 5 XU(6) 0.5595 (0.3363,1.2840) 0.4883 (0.3362,0.8862)

XU(7) 0.7878 (0.3761,1.8599) 0.6587 (0.3757,1.1092)
XU(8) 1.0160 (0.4413,2.3957) 0.8371 (0.4402,1.2898)

n = 7 XU(8) 2.7196 (2.3172,3.9666) 2.6615 (2.3171,3.4318)
XU(9) 3.1313 (2.3937,4.9242) 3.0183 (2.3933,3.9143)
XU(10) 3.5431 (2.5208,5.8033) 3.3774 (2.5191,4.3131)

n = 10 XU(11) 2.6875 (2.3913,3.5917) 2.6546 (2.3912,3.2473)
XU(12) 2.9908 (2.4490,4.2793) 2.9258 (2.4487,3.6192)
XU(13) 3.2940 (2.5454,4.9082) 3.1978 (2.5444,3.9231)

We can observe from Table 5 that all predicted values are located within the
predicted intervals and it is worth to note that the predicted intervals get to be wider
as the values n increases, i.e. when we try to predict future values that are much
wider than the observed data.

Example (real data):
To illustrate the results of this work thus obtained, we analyse the real data of

times (in minutes) to breakdown of an insulating fluid between electrodes at voltage
34 kv. These data are originally reported in Lawless (1982, Table 1.1, p.3). The
complete data set consists of 19 times to breakdown: 0.96, 4.15, 0.19, 0.78, 8.01,
31.75, 7.35, 6.50, 8.27, 33.91, 32.52, 3.16, 4.85, 2.78, 4.67, 1.31, 12.06, 36.71,
72.89 and this involves a substantial extrapolation from the exponential data. From
these data, we extract n = 7 upper record values which are: 0.96, 4.15, 8.01, 31.75,
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33.91, 36.71, 72.89. Table 6 contains the ML estimator, the Bayes estimator of θ

under the SEL and KEL functions when Prior 0 and 1 are used, and the correspond-
ing 95% credible interval of the unknown parameter θ .

Table 6. MLE and Bayes estimates of θ using SEL and KEL functions under Prior
0 and 1.

Prior 0 Prior 1
Cases MLE SEL KEL SEL KEL 95% credible interval
n = 7 0.9604 0.9604 0.8232 1.0858 0.9651 (0.4274,2.0254)

Table 7 contains the 8th, 9th and 10th future records, and also their 95% pre-
dicted intervals based on the n = 7 observed upper records.

Table 7. 8th, 9th, 10th future records and their 95% predicted intervals using SEL
and KEL functions.

SEL KEL
Cases XU(n) Predicted 95% predicted Predicted 95% predicted

value interval value interval
n = 7 XU(8) 85.136 (73.185,119.869) 83.616 (73.185,111.765)

XU(9) 97.382 (75.653,145.063) 94.522 (75.645,130.039)
XU(10) 109.628 (79.830,167.541) 105.563 (79.803,145.677)

Based on the previously known records, we find that the MLE of θ to be 0.9604
while the Bayes estimators under Prior 1 are 1.0858, 0.9651 using SEL and KEL,
respectively. The 8th, 9th and 10th future records are computed to be 85.136,
97.382, 109.628 under SEL function and 83.616, 94.522, 105.563 under KEL func-
tion. The predicted intervals are also computed for all cases and it is found that
they include the predicted values.

6. Conclusion

In this work, we have considered the problem of estimating the parameter of ex-
ponential distribution and predicting the future (unobserved) records based on an
observed set of exponential record data. We have computed the maximum likeli-
hood estimator of the parameter of the exponential distribution and also the Bayes
estimator under both SEL and KEL functions. We have computed the MSEs to
make a comparison between the MLEs and Bayes estimators. The MCMC sam-
ples are used to compute the predictors and the predicted intervals of the future
records. Simulation and data analyses are performed to study the behaviour of the
proposed methods on estimation and prediction, as well as real data example is
presented for illustrative purposes. Based on our study, we recommend the use of
KEL function over the well-known SEL function in both estimation and prediction
problems depending on the values of the MSEs, which are reported in the previous
tables, used in making our comparisons.
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GENERALIZED BAYES ESTIMATION OF SPATIAL 
AUTOREGRESSIVE MODELS 

Anoop Chaturvedi1, Sandeep Mishra2 

ABSTRACT 

The spatial autoregressive (SAR) models are widely used in spatial econometrics 
for analyzing spatial data involving spatial autocorrelation structure. The present 
paper derives a Generalized Bayes estimator for estimating the parameters of a 
SAR model. The admissibility and minimaxity properties of the estimator have 
been discussed. For investigating the finite sample behaviour of the estimator, the 
results of a simulation study have been presented. The results of the paper are 
applied to demographic data on total fertility rate for selected Indian states. 

Key words: spatial autoregressive model, prior and posterior distributions, 

generalized Bayes estimator, admissibility and minimaxity; total fertility rate (TFR). 

1.  Introduction 

Spatial data analysis has attracted considerable attention in econometrics 
literature for modelling data involving spatial dependence. The Spatial 
Autoregressive (SAR) models assume that the level of response variable 
depends on the levels of response variable in the neighbouring regions and thus 
models such spatial spillover effect. Anselin (1988) provided the theoretical 
aspects of spatial econometrics. Lesage and Pace (2009) discussed various 
spatial econometric models including SAR model, spatial Durbin model (SDM), 
and spatial error model (SEM), along with the classical and Bayesian inference 
procedures for these models and their various applications.  

The Bayesian approach involves combining the data distribution embodied in 
the likelihood function with prior distributions for the parameters assigned by the 
practitioner, to produce posterior distributions. However, a major drawback of 
Bayes procedures is lack of robustness with respect to underlying prior 
assumptions. As mentioned in Berger (1980), the Bayes estimator derived under 
normal prior has infinite Bayes risk when true prior is Cauchy distribution. One 
may consider pre-test estimators, but a serious problem with pre-test estimators 
is that these estimators provide improvement in specific region of parameter 
space but perform much worse than the usual maximum likelihood estimator 

                                                           
1  Department of Statistics, University of Allahabad, Allahabad, 211002, India. 
  E-mail: anoopchaturv@gmail.com. ORCID ID: https://orcid.org/0000-0002-7322-3331. 
2 Department of Statistics, University of Allahabad, Allahabad, 211002, India. 
  E-mail: sandeepstat24@gmail.com. ORCID ID: https://orcid.org/0000-0001-5631-3354. 
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(MLE) or least squares estimator outside this region. Rubin (1977) and Berger 
(1980) demonstrated that the generalized Bayes estimators are a viable 
alternative to incorporate prior belief and are more robust with respect to 
underlying prior assumptions. These estimators provide uniform improvement 
over MLE/least squares estimator and satisfy minimaxity and admissibility 
properties. 

Stein (1973) considered the generalized Bayes estimator for the multivariate 
normal mean vector under a scale mixture of prior distributions and suggested 
that the estimator may dominate the James-Stein and positive part James-Stein 
estimators. Efron and Morris (1976) presented minimax family of estimators for 
matrix of multivariate normal means in MANOVA model. Berger (1980) provided 
robust generalized Bayes estimator for multivariate normal mean and obtained 
confidence region based on generalized Bayes estimator for the mean vector. 
Brown (1971) derived a powerful condition for the admissibility of generalized 
Bayes estimators. Berger (1976), and Maruyama (1998) developed classes of 
admissible minimax generalized Bayes estimators using Brown’s (1971) 
condition. Kubokawa (1991, 1994) showed that the generalized Bayes estimator 
dominates the usual James-Stein estimator and derived the sufficient dominance 
condition. Maruyama (1999) considered the extended Stein’s prior distribution, 
which is the scale mixture of multivariate normal distribution, and demonstrated its 
admissibility and minimaxity. He also showed that the estimator dominates 
positive part Stein rule estimator. Pal et al. (2016) proposed a family of shrinkage 
estimators for the coefficients vector of a SAR model and investigated its 
asymptotic properties. 

The present paper considers SAR model involving one period lag spatial 
dependent variable and derives a generalized Bayes estimator for the regression 
coefficients vector. The admissibility and minimaxity properties of the estimator 
are investigated. A simulation study has been carried out to assess the finite 
sample behaviour of the estimator. For illustration purpose, the results of the 
paper are applied to demographic data on total fertility rate for selected Indian 
states. 

2.  The SAR model and estimators 

Let us consider the SAR model: 

𝑦 = 𝜌𝑊𝑦 + 𝑋𝛽 + 𝑢 , 𝑢~𝑁(0, 𝜎2𝐼𝑛),       (2.1) 

where y is (𝑛 × 1) vector of the observations on a dependent variable collected at 

each of n locations, X is (𝑛 × 𝑝) matrix of observations on exogenous variables, 𝛽 
is (𝑝 × 1) vector of regression parameters, 𝜌 is the spatial autoregressive 

parameter, W is known 𝑛 × 𝑛 spatial weight matrix which indicate the potential 
interaction between contiguous positions and has been standardized to have row 
sum of unity. This model is termed as spatial autoregressive model as it combines 
the standard regression model with spatially lagged dependent variable. 
When 𝜌 is known, the ordinary least squares (OLS) estimator of 𝛽 is 

            𝑏(𝜌) = (𝑋′𝑋)−1𝑋′(𝑦 − 𝜌𝑊𝑦) 
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=   (𝑋′𝑋)−1𝑋′𝑦(𝜌),         (2.2) 

where 𝑦(𝜌)=𝑦 − 𝜌𝑊𝑦. 

The OLS estimator can alternatively be written as 

𝑏(𝜌) = 𝑏 − 𝜌𝑏𝑤 . 

Here 𝑏 = (𝑋′𝑋)−1𝑋′𝑦 and 𝑏𝑤 = (𝑋′𝑋)−1𝑋′𝑊𝑦. Further, the maximum 

likelihood estimator of 𝜎2 is 

�̃�2 =
𝑣

𝑛
 

where  

𝑣 = (𝑦(𝜌) − 𝑋𝑏(𝜌))
′
(𝑦(𝜌) − 𝑋𝑏(𝜌)) = [𝑦 − 𝜌𝑊𝑦]′𝑀[𝑦 − 𝜌𝑊𝑦]. 

Here 𝑀 = 𝐼𝑛 − 𝑋(𝑋′ 𝑋)−1𝑋′. When 𝜌 is unknown, we replace it by its estimator 

�̂� =
𝑦′𝑊′𝑀𝑦

𝑦′𝑊′𝑀𝑊𝑦
          (2.3) 

in (2.2) to obtain feasible least squares estimator of 𝛽 as 

𝑏(�̂�) = 𝑏 − �̂�𝑏𝑤. 

Then the estimator of 𝜎2 is 

�̂�2 =
�̂�

𝑛
, with �̂� = [𝑦 − �̂�𝑊𝑦]′𝑀[𝑦 − �̂�𝑊𝑦].      (2.4) 

3.  Generalized Bayes estimator 

For obtaining the Generalized Bayes estimator of regression coefficients 
vector 𝛽, let us write the model (2.1) as 

 𝑦(𝜌) = 𝑋𝛽 + 𝑢,         (3.1) 

where 𝑦(𝜌) = 𝑦 − 𝜌𝑊𝑦. Then the pdf of 𝑦(𝜌) is given by 

 𝑝(𝑦(𝜌)|𝛽, 𝜎2) =
1

(2𝜋)𝑛 2⁄ 𝜎𝑛 𝑒𝑥𝑝 {−
1

2𝜎2
(𝑦(𝜌) − 𝑋𝛽)′(𝑦(𝜌) − 𝑋𝛽)}.  (3.2) 

We assume that 𝛽 follows a g-prior 𝑁(0, 𝜎2𝑔𝑋′𝑋), (see Zellner, 1986) with 𝑔 =
𝜆−1(1 − 𝜆), 0 < 𝜆 < 1. Hence the pdf of prior distribution of 𝛽 is given by 

 𝑝(𝛽|𝜎2, 𝜆) ∝ 𝜎−𝑝 (
𝜆

(1−𝜆)
)

𝑝 2⁄

𝑒𝑥𝑝 {−
𝜆

2𝜎2(1−𝜆)
𝛽′𝑋′𝑋𝛽}.    (3.3) 

We take the prior distribution for 𝜆 as 

 𝑝(𝜆) ∝ 𝜆−𝑎(1 − 𝜆)𝑐𝐼(0,1)(𝜆).       (3.4) 

If c > -1, the prior distribution for 𝜆 is proper for 𝑎 < 1 and improper for 𝑎 ≥ 1. 

Let us assume 𝜎2 to be known. The joint density of (𝑦(𝜌), 𝛽, 𝜆) is 

𝑝(𝑦(𝜌), 𝛽, 𝜆) 

= 𝑝(𝑦(𝜌)|𝛽, 𝜎2)𝑝(𝛽|𝜎2, 𝜆)𝑝(𝜆) 
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∝ 𝜎−(𝑛+𝑝)𝑒𝑥𝑝 {−
1

2𝜎2
(𝑦(𝜌) − 𝑋𝛽)′(𝑦(𝜌) − 𝑋𝛽)} 𝜆

𝑝
2−𝑎(1 − 𝜆)−

𝑝

2
+𝑐

× 𝑒𝑥𝑝 {−
𝜆

2𝜎2(1 − 𝜆)
𝛽′𝑋′𝑋𝛽} 

∝ 𝜎−(𝑛+𝑝)𝜆
𝑝
2−𝑎(1 − 𝜆)−

𝑝

2
+𝑐𝑒−𝑣 2𝜎2⁄ 𝑒𝑥𝑝 {−

1

2𝜎2
𝑏(𝜌)′𝑋′𝑋𝑏(𝜌)}

× 𝑒𝑥𝑝 {−
1

2𝜎2(1 − 𝜆)
[𝛽′𝑋′𝑋𝛽 − 2(1 − 𝜆)𝛽′𝑋′𝑋𝑏(𝜌)]} 

∝ 𝜎−(𝑛+𝑝)𝜆
𝑝
2−𝑎(1 − 𝜆)−

𝑝

2
+𝑐𝑒−𝑣 2𝜎2⁄ 𝑒𝑥𝑝 {−

𝜆

2𝜎2
𝑏(𝜌)′𝑋′𝑋𝑏(𝜌)} × 

𝑒𝑥𝑝 {−
1

2𝜎2(1−𝜆)
[(𝛽 − (1 − 𝜆)𝑏(𝜌))

′
𝑋′𝑋(𝛽 − (1 − 𝜆)𝑏(𝜌))]}.      (3.5) 

Integrating (3.5) with respect to 𝛽, the joint density of (𝑦(𝜌), 𝜆) is obtained as 

𝑝(𝑦(𝜌), 𝜆) 

∝ 𝜎−(𝑛+𝑝)𝜆
𝑝
2−𝑎(1 − 𝜆)−

𝑝

2
+𝑐𝑒−𝑣 2𝜎2⁄ 𝑒𝑥𝑝 {−

𝜆

2𝜎2
𝑏(𝜌)′𝑋′𝑋𝑏(𝜌)} × 

∫ 𝑒𝑥𝑝 {−
1

2𝜎2(1 − 𝜆)
[(𝛽 − (1 − 𝜆)𝑏(𝜌))

′
𝑋′𝑋(𝛽 − (1 − 𝜆)𝑏(𝜌))]}

𝑅𝑝

𝑑𝛽 

∝ 𝜎−𝑛𝜆
𝑝
2−𝑎(1 − 𝜆)𝑐𝑒−𝑣 2𝜎2⁄ 𝑒𝑥𝑝 {−

𝜆

2𝜎2 𝑏(𝜌)′𝑋′𝑋𝑏(𝜌)}.    (3.6) 

Then the marginal density of 𝑦(𝜌) is 

𝑚(𝑦(𝜌)) ∝ 𝜎−𝑛𝑒−𝑣 2𝜎2⁄ ∫ 𝜆
𝑝
2−𝑎(1 − 𝜆)𝑐𝑒𝑥𝑝 {−

𝜆

2𝜎2 𝑏(𝜌)′𝑋′𝑋𝑏(𝜌)}
1

0
𝑑𝜆.  (3.7) 

Further, the posterior expectation of 𝜆 given 𝑦(𝜌) is obtained as 

𝐸(𝜆|𝑦(𝜌)) =
∫ 𝜆

𝑝
2−𝑎+1(1 − 𝜆)𝑐𝑒𝑥𝑝 {−

𝜆

2𝜎2 𝑏(𝜌)′𝑋′𝑋𝑏(𝜌)}
1

0
𝑑𝜆

∫ 𝜆
𝑝
2−𝑎(1 − 𝜆)𝑐𝑒𝑥𝑝 {−

𝜆

2𝜎2 𝑏(𝜌)′𝑋′𝑋𝑏(𝜌)}
1

0
𝑑𝜆

 

       = 𝜙𝑎,𝑐 (
𝑏(𝜌)′𝑋′𝑋𝑏(𝜌)

𝜎2 ),               (3.8) 

where 

𝜙𝑎,𝑐 (
𝑏(𝜌)′𝑋′𝑋𝑏(𝜌)

𝜎2
) 

  =
∫ 𝜆

𝑝
2

−𝑎+1
(1−𝜆)𝑐𝑒𝑥𝑝{−

𝜆

2𝜎2𝑏(𝜌)′𝑋′𝑋𝑏(𝜌)}
1

0 𝑑𝜆

∫ 𝜆
𝑝
2−𝑎(1−𝜆)𝑐𝑒𝑥𝑝{−

𝜆

2𝜎2𝑏(𝜌)′𝑋′𝑋𝑏(𝜌)}
1

0 𝑑𝜆
 

=
Γ[2−𝑎+

𝑝

2
]Γ[2−𝑎+𝑐+

𝑝

2
] 𝐹1 1[2−𝑎+

𝑝

2
,3−𝑎+𝑐+

𝑝

2
,−

𝑏(𝜌)′𝑋′𝑋𝑏(𝜌)

2𝜎2 ]

Γ[1−𝑎+
𝑝

2
]Γ[3−𝑎+𝑐+

𝑝

2
] 𝐹1 1[1−𝑎+

𝑝

2
,2−𝑎+𝑐+

𝑝

2
,−

𝑏(𝜌)′𝑋′𝑋𝑏(𝜌)

2𝜎2 ]
.          (3.9) 
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The Kummer confluent hypergeometric function 𝐹1 1[𝑎; 𝑐; 𝑧] used 
in expression (3.9) is defined as 

𝐹1 1[𝑎; 𝑐; 𝑧] = ∑
(𝑎)𝑘

(𝑐)𝑘

𝑧𝑘

𝑘!
 ∞

𝑘=0 ; 

where (𝑎)0 = 1, (𝑎)𝑘 = 𝑎(𝑎 + 1) … (𝑎 + 𝑘 − 1), is the rising factorial. 

Then, the generalized Bayes estimator of 𝛽 is 

�̂�(𝜌) = [1 − 𝜙𝑎,𝑐 (
𝑏(𝜌)′𝑋′𝑋𝑏(𝜌)

𝜎2 )] 𝑏(𝜌).       (3.10) 

If we substitute 

𝜙ℎ(𝑤) = 𝑤
∫ 𝜆

𝑝
2+1−𝑎1

0
(1 − 𝜆)𝑐𝑒−

𝜆𝑤
2 𝑑𝜆

∫ 𝜆
𝑝
2−𝑎1

0
(1 − 𝜆)𝑐𝑒−

𝜆𝑤
2 𝑑𝜆

= 𝑤𝜙𝑎,𝑐 (
𝑏(𝜌)′𝑋′𝑋𝑏(𝜌)

𝜎2
), 

then the generalized Bayes estimator �̂�(𝜌) can be represented as 

�̂�(𝜌)=[1 −
𝜎2

𝑏(𝜌)′𝑋′𝑋𝑏(𝜌)
𝜙ℎ (

𝑏(𝜌)′𝑋′𝑋𝑏(𝜌)

𝜎2 )] 𝑏(𝜌). 

Theorem 1: Under the loss function 

𝐿(�̂�, 𝛽) =
1

𝜎2 (�̂� − 𝛽)
′
𝑋′𝑋(�̂� − 𝛽)      (3.11) 

the GB estimator �̂�(𝜌) has finite risk. 

Proof: Let us write 

𝑍 =
1

𝜎
(𝑋′𝑋)

1
2𝑏(𝜌); 𝜃 =

1

𝜎
(𝑋′𝑋)

1
2𝛽. 

Then 

𝑅[�̂�(𝜌), 𝛽] =
1

𝜎2 𝐸 [(�̂�(𝜌) − 𝛽)
′
𝑋′𝑋(�̂�(𝜌) − 𝛽)]  

             = 𝐸 [(𝑍 − 𝜃)′(𝑍 − 𝜃) +
1

‖𝑍‖2 𝜙ℎ
2(‖𝑍‖2) − 2

(𝑍−𝜃)′𝑍𝜙ℎ(‖𝑍‖2)

‖𝑍‖2 ]. 

Since 𝑍~𝑁(𝜃, 𝐼𝑝), we have 

𝑅[�̂�(𝜌), 𝛽] = 𝑝 + 𝐸 [
1

‖𝑍‖2
𝜙ℎ

2(‖𝑍‖2) − 2
(𝑍 − 𝜃)′𝑍𝜙ℎ(‖𝑍‖2)

‖𝑍‖2
]. 

We observe that 0 ≤ 𝜙ℎ(𝑤) ≤ 𝑤, so that 

𝐸 [
1

‖𝑍‖2
𝜙ℎ

2(‖𝑍‖2)] ≤ 𝐸[‖𝑍‖2] = 𝑝 + 𝜃′𝜃 < ∞. 

Further by Schwarz’s inequality 

𝐸 [
(𝑍 − 𝜃)′𝑍𝜙ℎ(‖𝑍‖2)

‖𝑍‖2
] ≤ [𝐸(𝑍 − 𝜃)′(𝑍 − 𝜃)𝐸 {

𝜙ℎ(‖𝑍‖2)2

‖𝑍‖2
}]

1
2⁄
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        ≤ [𝑝𝐸[‖𝑍‖2]]
1

2⁄
 

       = [𝑝(𝑝 + 𝜃′𝜃)]2 < ∞. 

Hence the risk of �̂�(𝜌) is finite■ 

Theorem 2: The GB estimator is admissible if and only if 𝑎 ≤ 2. 

Proof: We have 

𝑓𝑅(‖𝑧‖2) = ∫ 𝑒−𝜆‖𝑧‖2 2⁄ 𝜆
𝑝
2−𝑎(1 − 𝜆)𝑐𝑑𝜆

1

0
   

      = 2
𝑝

2
−𝑎+1

∫ 𝑒−𝑡‖𝑧‖2
1
2

0
𝑡

𝑝

2
−𝑎(1 − 2𝑡)𝑐𝑑𝑡 

      = 2
𝑝

2
−𝑎+1

∫ 𝑒−𝑡‖𝑧‖2∞

0
𝑡

𝑝

2
−𝑎(1 − 2𝑡)𝑐𝐼(0,12)

(𝑡)𝑑𝑡. 

Using Tauberlian theorem (see Maruyama, 2000, p. 37), we observe that as 

𝑡 → 0,  𝑡
𝑝

2
−𝑎(1 − 2𝑡)𝑐𝐼(0,

1
2)

(𝑡)~𝑡
𝑝

2
−𝑎

. Hence we have 

𝑓ℎ(‖𝑧‖2)~2
𝑝

2
−𝑎+1Γ (

𝑝

2
− 𝑎 + 1) ‖𝑧‖−2(

𝑝

2
−𝑎+1).     (3.12) 

Following Maruyama (2000), to show that the GB estimator is admissible it is 

necessary and sufficient to show that ∫ 𝑓ℎ
−1(𝑡)

∞

1
𝑡

𝑝

2𝑑𝑡 diverges. Using equation 

(3.12), we have 

∫ 𝑓ℎ
−1(𝑡)

∞

1

𝑡
𝑝

2𝑑𝑡~2
𝑝

2
−𝑎+1Γ−1 (

𝑝

2
− 𝑎 + 1) ∫ 𝑡(−𝑎+1)

∞

1

𝑑𝑡, 

which diverges as long as 𝑎 ≤ 2. This leads to the required result■ 

Theorem 3: The generalized Bayes estimator �̂�(𝜌) is minimax whenever 3 −
𝑝

2
≤

𝑎 ≤
𝑝

2
+ 1. 

Proof: Under the loss function (3.11) the difference between the risks of GB 

estimator �̂�(𝜌) and the OLS estimator 𝑏(𝜌) is given by 

𝑅[�̂�(𝜌), 𝛽] − 𝑅[𝑏(𝜌), 𝛽] = 𝐸 [
1

‖𝑍‖2 Φ2
ℎ(‖𝑍‖2) − 2

(𝑍−𝜃)′𝑍𝜙ℎ(‖𝑍‖2)

‖𝑍‖2 ]. 

Now 

𝐸 [(𝑍 − 𝜃)′𝑍
𝜙ℎ(‖𝑍‖2)

‖𝑍‖2 ] = 𝐸 [
𝜕

𝜕𝑍′ {𝑍
𝜙ℎ(‖𝑍‖2)

‖𝑍‖2 }] 

         = 𝐸 [𝑝
𝜙ℎ(‖𝑍‖2)

‖𝑍‖2 − 2
𝜙ℎ(‖𝑍‖2)

‖𝑍‖2 + 2𝜙′
ℎ

(‖𝑍‖2)]. 

Hence 

𝑅[�̂�(𝜌), 𝛽] − 𝑅[𝑏(𝜌), 𝛽] 
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= 𝐸 [
1

‖𝑍‖2 ϕ2
ℎ

(‖𝑍‖2) − 2(𝑝 − 2)
𝜙ℎ(‖𝑍‖2)

‖𝑍‖2 − 4𝜙′
ℎ

(‖𝑍‖2)]     (3.13) 

Now we have 

𝜙ℎ(𝑤)

𝑤
=

∫ 𝜆
𝑝
2+1−𝑎1

0
(1 − 𝜆)𝑐𝑒−𝜆𝑤

2 𝑑𝜆

∫ 𝜆
𝑝
2−𝑎1

0
(1 − 𝜆)𝑐𝑒−𝜆𝑤

2 𝑑𝜆
, 

so that 

𝜕

𝜕𝑤
[

𝜙ℎ(𝑤)

𝑤
] =

1

2

{∫ 𝜆
𝑝
2+1−𝑎1

0
(1−𝜆)𝑐𝑒

−
𝜆𝑤
2 𝑑𝜆}

2

−{∫ 𝜆
𝑝
2+2−𝑎1

0
(1−𝜆)𝑐𝑒

−
𝜆𝑤

2 𝑑𝜆}{∫ 𝜆
𝑝
2−𝑎1

0
(1−𝜆)𝑐𝑒

−
𝜆𝑤
2 𝑑𝜆}

{∫ 𝜆
𝑝
2−𝑎1

0
(1−𝜆)𝑐𝑒

−
𝜆𝑤
2 𝑑𝜆}

2    

(3.14) 
Let us write 

𝑓ℎ(𝜆) =
𝜆

𝑝
2−𝑎(1 − 𝜆)𝑐𝑒−

𝜆𝑤
2

∫ 𝜆
𝑝
2−𝑎1

0
(1 − 𝜆)𝑐𝑒−𝜆𝑤

2 𝑑𝜆
, 0 < 𝜆 < 1. 

Then  

𝜕

𝜕𝑤
[
𝜙ℎ(𝑤)

𝑤
] = −

1

2
[𝐸𝑓ℎ(𝜆)(𝜆2) − {𝐸𝑓ℎ(𝜆)(𝜆)}

2
] ≤ 0. 

Again 

𝜙′
ℎ

(𝑤) =
𝜕

𝜕𝑤
{𝑤

𝜙ℎ(𝑤)

𝑤
}  

=
𝜙ℎ(𝑤)

𝑤
+ 𝑤

𝜕

𝜕𝑤
{

𝜙ℎ(𝑤)

𝑤
}  

= 𝐸𝑓ℎ(𝜆)(𝜆) −
1

2
𝐸𝑓ℎ(𝜆)(𝜆2) +

1

2
{𝐸𝑓ℎ(𝜆)(𝜆)}

2
  

≥
1

2
{𝐸𝑓ℎ(𝜆)(𝜆)}

2
≥ 0.  

Notice that 0 ≤ 𝜆 ≤ 1, so that 𝐸𝑓ℎ(𝜆)(𝜆) −
1

2
𝐸𝑓ℎ(𝜆)(𝜆2) ≥ 0. 

We also observe that 𝜙ℎ(𝑤) and 
𝜙ℎ(𝑤) 

𝑤
 are monotone in opposite directions. 

Therefore we obtain 

𝑅[�̂�(𝜌), 𝛽] − 𝑅[𝑏(𝜌), 𝛽] 

≤ 𝐸 [
𝜙ℎ(‖𝑍‖2)

‖𝑍‖2
] 𝐸[𝜙ℎ(‖𝑍‖2) − 2(𝑝 − 2)] − 4𝐸[𝜙′

ℎ
(‖𝑍‖2)] 

≤ 𝐸 [
𝜙ℎ(𝑤)

𝑤
] 𝐸[{𝜙ℎ(𝑤) − 2(𝑝 − 2)}], 

which is less than or equal to zero whenever 

0 ≤ 𝐸[{𝜙ℎ(𝑤)}] ≤ 2(𝑝 − 2).       (3.15) 
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When w is large, we may approximate 𝜙ℎ(𝑤) as  

𝜙ℎ(𝑤) ≈ 2 (
𝑝

2
− 𝑎 + 1). 

Further 𝜙ℎ(𝑤) is an increasing function of 𝑤. Hence, a sufficient dominance 
condition is 

0 ≤ 2 (
𝑝

2
− 𝑎 + 1) ≤ 2(𝑝 − 2), 

or 

3 −
𝑝

2
≤ 𝑎 ≤

𝑝

2
+ 1. 

This leads to the required result■ 

When 𝜌 and 𝜎2 are unknown, we replace them by their estimators �̂� and �̂�2 
defined in (2.3) and (2.4) respectively to obtain feasible generalized Bayes 
estimator of 𝛽. 

4.  Simulation study 

In this section we carry out a simulation study using R Software to assess the 
finite sample behaviour of proposed generalized Bayes estimator. The 
observations on response variable y are generated by using the model (2.1). 
In simulation study we compare the risks of the usual feasible least squares 
estimator 𝑏(�̂�) = (𝑋′𝑋)−1𝑋′(𝑦 − �̂�𝑊𝑦) with the following feasible version of GB 
estimator: 

�̂�(�̂�) = [1 − 𝜙𝑎,𝑐 (
𝑏(�̂�)′𝑋′𝑋𝑏(�̂�)

�̂�2
)] 𝑏(�̂�). 

The matrix X has been generated from multivariate normal distribution 
MVN[(1, 3, 5, 4, 7, 5, 6, 4, 7, 4), diag(0, 1.6, 0.7, 3.2, 1.5, 1, 2.8, 2, 1.4, 2.2)]. In 
the weight matrix W, the weights assigned to nearest neighbour values, say 
(𝑤1, 𝑤2), … , (𝑤𝑛−1, 𝑤𝑛), are double the weights assigned to the second nearest 

neighbour values, say, (𝑤1, 𝑤3), … , (𝑤𝑛−2, 𝑤𝑛) and other neighbour weights are 
taken as zero. The property of weight matrix to be row stochastic is also satisfied. 
Further, to ensure the stationarity, the values of 𝜌 are selected in the range 

(
1

𝑊𝑚𝑎𝑥
,

1

𝑊𝑚𝑖𝑛
), where 𝑊𝑚𝑎𝑥 and 𝑊𝑚𝑖𝑛 are, respectively, the maximum and minimum 

eigen values of W. We select c = 1, a = 0.5 and the results are depicted in figures 
1-6. Figures 1 and 2 plot the percentage gain in efficiency of GB estimator over 
feasible least squares estimator when we vary 𝜌 in the range (-0.95, 0.95). For 

p=5, 𝛽′𝛽=1.525 and for p=10 𝛽′𝛽=1.8819. Further figures 3-6 plot percentage 
gain in efficiency for variation in 𝛽′𝛽 and fixed 𝜌, n, and p. The selected values of 

𝜌 in figures 3-6 are 0.25 and 0.75, selected values of n are 20, 50, 100, 200 and 
those of p are 5 and 10. For each setting of parameters, the experiment is 

replicated 5000 times. We have used maximum likelihood estimator of 𝜌 for 
evaluating feasible least squares and feasible GB estimators. The percentage 
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gain in efficiency due to feasible GB estimator �̂�(�̂�) over feasible least squares 
estimator 𝑏(�̂�) is calculated using formula: 

% gain in efficiency GE(�̂�(�̂�)) = 
𝐸𝑅(𝑏(�̂�))−𝐸𝑅(�̂�(�̂�))

𝐸𝑅(𝑏(�̂�))
× 100. 

Empirical risk of the estimator �̂�(�̂�) based on 5000 replications has been 
evaluated as 

𝐸𝑅(�̂�(�̂�)) = 𝐸 ((�̂�(�̂�) − 𝛽)
′
(�̂�(�̂�) − 𝛽)) 

     ≈
1

5000
∑ (�̂�(�̂�)𝑟 − 𝛽)

′
(�̂�(�̂�)𝑟 − 𝛽)5000

𝑟=1 , 

where �̂�(�̂�)𝑟 is the estimated 𝛽 based on r-th replication. 

The main findings of the simulation are as follows: 

1. GB estimator performs better than the FLS estimator, in all the selected 
parametric settings. 

2. From Figures 1 and 2 we observe that the percentage gain in efficiency 
remains almost constant for 𝜌 < 0 and then it starts increasing gradually 
except for n= 20, where it increases for 𝜌 > −0.25. 

3. For n=20, p=5 and n=20, p=10, the gain in efficiency is maximum when 𝜌 is 

close to 0.6 and then again it starts decreasing with increasing 𝜌. 

4. For n= 50, p= 5, the gain in efficiency increases for 𝜌 > 0.25 and for n= 50,  

p= 10, it increases for 𝜌 > 0.5. 

5. For n= 100, p= 5, the gain in efficiency increases for 𝜌 > 0.35 and for n= 100, 
p= 10 it increases for 𝜌 > 0.5. 

6. For n= 200, both for p= 5, and p=10, the gain in efficiency usually keeps on 

increasing for 𝜌 > 0.5. 

7. For fixed n the gain in efficiency decreases as p increases from 5 to 10. 

8. Figures 3-6 show that the percentage gain in efficiency increases as the value 
of 𝜌 increases from 0.25 to 0.75. The gain in efficiency decreases with 

increasing 𝛽′𝛽. 

9. For n= 20, p= 5, 10, 𝜌 = 0.25 the percentage gain in efficiency is almost 
constant for 𝛽′𝛽 > 9. For 𝜌 = 0.75 it gradually decreases with increasing 𝛽′𝛽 

up to 𝛽′𝛽 = 20 and, after that, it remains almost constant. For all others 
combination of parameters the gain in efficiency remains almost constant as 
long as 𝛽′𝛽 > 3. 

5.  Application to TFR Data 

In this section we present an application of SAR model for modelling the total 
fertility rates (TFR) of selected Indian states. We use the causal variables Female 
literacy rate (FLIT), Headcount poverty ratio (HCPR), and Percentage of urban 
population (PUP), which control the socio economic conditions influencing TFR, 
see table 4. For incorporating the influence of spatial structure of states in India, 
first order spatial autoregressive term is also included. The spatial weight matrix is 
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formed using spatial contiguity matrix. To form the contiguity matrix, define Vij =1 
for two spatial units (states in our example) that own a common border of non-
zero length, else equal to zero. Since an element is not contiguous or 
neighbouring to itself, the main diagonal elements of the matrix are zero. The 
matrix V is then scaled to make it row stochastic. Denoting such a standardized 

first order contiguity matrix by W, its (i,j)-th element, say 𝑊𝑖𝑗 is given by 

𝑊𝑖𝑗 =
𝑊𝑖𝑗

′

∑ 𝑊𝑖𝑗
′𝑛

𝑗=1

𝑖≠𝑗 

         (2.4) 

where 𝑊𝑖𝑗
′ = 1 if i is linked to j, and 0 otherwise. Moran’s I statistic for 𝑊 is 𝐼 =

𝑧′𝑊𝑧 𝑧′𝑧⁄ , where z is  𝑛 × 1 vector of variables expressed as deviations from the 
mean. The global Moran’s I statistic is used to examine the variables in our data 
set for global autocorrelation. If the observed value of I is greater than its 
expected value, then corresponding observation tend to be surrounded by 
neighbours with similar values. On the other hand if I is less than its expected 
value, the observation tend to be surrounded by dissimilar values, see 
Schabenberger and Gotway (2005) for details.  

The regression coefficients of fitted SAR model are estimated using feasible 
LS and feasible GB estimators. In sample predicted values of TFR for different 
states are also computed based on both the estimators, see table 5. Table 6 
gives the estimated coefficients using both of these estimators. The estimated 
values of spatial autocorrelation coefficient is 0.5923. Table 7 gives the observed 
and expected value of the Moran’s I for each of the variables considered in the 
analysis. We observe that HCPR shows the highest degree of spatial correlation, 
followed by the FLIT while the PUP shows the lowest degree of spatial 
autocorrelation among the independent variables. The results from the empirical 
investigation indicate that the feasible GB estimator performs better than FLS 
estimator of regression coefficients in terms of predictive efficiency. 

6.  Concluding remarks 

With the objective of achieving robustness with respect to prior distribution 
and satisfying admissibility and minimaxity properties, we have developed a 
family of generalized Bayes estimators for the regression coefficients vector of a 
SAR model. The simulation study has been carried out to examine the efficiency 
properties of GB estimator and it was observed that GB estimator provides 
improvement over the usual least squares estimator for a wide range of the 
parametric settings. 
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Figure 1. Percentage Gain in efficiency due to change in 𝜌 

 

 

     

    
 

Figure 2. Percentage Gain in efficiency due to change in 𝜌  
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Figure 3.  Percentage gain in efficiency due to change in length of parameter 

𝛽 i.e. 𝛽′𝛽 

 

 

    

    

Figure 4.  Percentage gain in efficiency due to change in length of parameter 

𝛽 i.e. 𝛽′𝛽  
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Figure 5.  Percentage gain in efficiency due to change in length of parameter 𝛽 

i.e. 𝛽′𝛽 

   

   

Figure 6. Percentage gain in efficiency due to change in length of parameter 𝛽 

i.e. 𝛽′𝛽  
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Table 1.  Percentage gain in efficiency due to 𝛽′𝛽 for p = 5 

𝝆 𝜷′𝜷 n=20 n=50 n=100 n=200 

0.25 

0.244 13.5009 11.08661 6.037487 2.837103 

0.976 5.328835 2.463001 1.107283 0.476686 

2.196 2.738421 0.815412 0.357004 0.135803 

3.904 1.454371 0.38847 0.158998 0.048988 

6.1 0.778182 0.226422 0.086162 0.019632 

8.784 0.459649 0.148478 0.052888 0.008067 

11.956 0.303455 0.104995 0.03536 0.002975 

15.616 0.216832 0.078216 0.025173 0.000648 

19.764 0.163445 0.060558 0.01869 -0.00044 

24.4 0.127986 0.048275 0.014404 -0.00647 

0.75 

0.244 26.1813 42.82635 40.14246 31.70275 

0.976 15.00917 17.25584 8.275401 3.31876 

2.196 10.36237 4.615964 1.276183 0.490065 

3.904 7.243892 1.117806 0.354763 0.144584 

6.1 4.940427 0.386443 0.140805 0.054013 

8.784 3.411094 0.190456 0.064894 0.020024 

11.956 2.426919 0.110726 0.031528 0.004777 

15.616 1.603265 0.071166 0.015088 -0.0027 

19.764 1.035082 0.049153 0.00642 -0.00648 

24.4 0.67636 0.035669 0.001649 -0.00831 

 

Table 2.  Percentage gain in efficiency due to 𝛽′𝛽 for p = 10 

𝝆 𝜷′𝜷 n=20 n=50 n=100 n=200 

0.25 

0.301104 12.03765 6.177598 3.646498 1.938245 

1.204416 5.176314 1.081055 0.63606 0.337801 

2.709936 2.276713 0.405873 0.226304 0.110739 

4.817664 0.912911 0.213313 0.112668 0.049924 

7.527600 0.387297 0.131917 0.067129 0.027217 

10.83974 0.213107 0.089933 0.044548 0.016788 

14.7541 0.137561 0.065157 0.031726 0.011300 

19.27066 0.097152 0.049539 0.023766 0.008085 

24.38942 0.072792 0.038788 0.018471 0.006074 

30.1104 0.056718 0.031372 0.014747 0.004733 

0.75 

0.301104 15.911 38.03073 33.88339 28.86204 

1.204416 8.84946 8.273935 2.498556 1.544655 

2.709936 6.279212 1.14234 0.438372 0.262278 

4.817664 4.539674 0.360881 0.16237 0.092256 

7.5276 3.2402 0.174061 0.079288 0.042532 

10.83974 2.208562 0.102341 0.044992 0.022133 

14.7541 1.409047 0.067498 0.02815 0.012272 

19.27066 0.867744 0.047913 0.018992 0.00696 

24.38942 0.524181 0.035872 0.01348 0.003907 

30.1104 0.299729 0.027958 0.010022 0.002106 
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Table 3.  Percentage gain in efficiency due to 𝜌 

p=5 

𝝆 n=20 n=50 n=100 n=200 

-0.95 1.091354 0.7822986 0.4439748 0.2370162 

-0.75 1.038856 0.7635631 0.4476627 0.2456971 

-0.55 1.030078 0.7567423 0.4588296 0.2617378 

-0.35 1.105928 0.7634651 0.4737263 0.2834117 

0.05 2.060012 0.9269042 0.4977228 0.2475341 

0.25 3.778747 1.3376279 0.5968474 0.2441839 

0.45 7.496059 2.5998401 0.9269096 0.3940382 

0.65 12.3777 6.0657974 1.8282938 0.7344557 

0.75 12.3601 9.2943542 3.0362531 1.1202461 

0.95 2.127767 9.4626555 9.7513806 4.6275375 

p=10 

-0.95 0.505288 0.4321381 0.2548265 0.1388775 

-0.75 0.509345 0.4270315 0.2572827 0.1424235 

-0.55 0.549603 0.4271182 0.2627093 0.1489208 

-0.35 0.667549 0.4339027 0.270695 0.1577049 

0.05 1.821497 0.5037863 0.3031573 0.1600749 

0.25 3.566544 0.6224854 0.3580659 0.1835203 

0.45 6.001154 0.8986891 0.4700185 0.2592248 

0.65 8.427731 1.6429605 0.6812483 0.4055339 

0.75 7.393491 2.8589676 0.8883084 0.5485187 

0.95 0.880642 9.2330294 3.3604948 1.7665873 

 

Table 4.  Total fertility rate, Female literacy rate, Headcount poverty ratio, and 
Percentage of urban population in major states of India 

STATE TFR FLIT PUP HCPR 

A.P. 1.8 50.4 27.3 15.8 

ASSAM 2.4 54.6 12.9 19.7 

BIHAR 4 33.1 10.5 41.4 

CHHATTISGARH 2.6 51.9 20.1 40.9 

GUJARAT 2.4 57.8 37.4 16.8 

HARYANA 2.7 55.7 28.9 10 

H.P. 1.9 67.4 9.8 14 

J&K 2.4 43 24.8 5.4 

JHARKHAND 3.3 38.9 22.2 40.3 

KARNATAKA 2.1 56.9 34 25 

KERALA 1.9 87.7 26 15 

M.P. 3.1 50.3 26.5 38.3 

MAHARASTRA 2.1 67 42.4 30.7 

ODISHA 2.4 50.5 15 46.4 

PUNJAB 2 63.4 33.9 8.4 

RAJASTHAN 3.2 43.9 23.4 22.1 

TAMIL NADU 1.8 64.4 44 22.5 

U.P. 3.8 42.2 20.8 32.8 

UTTARAKHAND 2.6 59.6 25.7 39.6 

W.B. 2.3 59.6 28 24.7 

Sources: (i) TFR from EPWRF (2010-11) (ii) URBAN and FLIT from Census of India (2001) 
and (iii) POV from Planning Commission (2011).  
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Table 5.  Predicted TFR 

STATE OBSERVED PFLS PGB 

A.P. 1.8 2.49576 2.47243 

ASSAM 2.4 2.68139 2.65632 

BIHAR 4 3.60914 3.5754 

CHHATTISGARH 2.6 2.94126 2.91376 

GUJARAT 2.4 2.37845 2.35621 

HARYANA 2.7 2.3918 2.36944 

H.P. 1.9 2.17028 2.14999 

J&K 2.4 2.47091 2.44781 

JHARKHAND 3.3 3.39959 3.36781 

KARNATAKA 2.1 2.07161 2.05225 

KERALA 1.9 1.22177 1.21034 

M.P. 3.1 2.81993 2.79356 

MAHARASTRA 2.1 2.17079 2.1505 

ODISHA 2.4 3.04555 3.01708 

PUNJAB 2 2.10204 2.08239 

RAJASTHAN 3.2 2.81922 2.79286 

TAMIL NADU 1.8 1.81505 1.79808 

U.P. 3.8 3.11339 3.08428 

UTTARAKHAND 2.6 2.55796 2.53404 

W.B. 2.3 2.76707 2.7412 

 
 

Table 6.  FLS and GB Estimators of Coefficients 

Variable �̂�𝑭𝑳𝑺 �̂�𝑮𝑩 

Constants 2.42061 2.39798 

FLIT -0.0268 -0.0265 

PUP -0.0041 -0.0041 

HCPR 0.00688 0.00682 

 
 

Table 7.  Global Moran’s I values  

Variable Observed I E[I] 

TFR 0.4339011 -0.05263158 

FLIT 0.1637386 -0.05263158 

PUP 0.1379433 -0.05263158 

HCPR 0.3973285 -0.05263158 
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THE EFFECT OF BINARY DATA TRANSFORMATION
IN CATEGORICAL DATA CLUSTERING

Jana Cibulková1, Zdeněk Šulc2, Sergej Sirota3, Hana
Řezanková4

ABSTRACT

This paper focuses on hierarchical clustering of categorical data and compares two
approaches which can be used for this task. The first one, an extremely common
approach, is to perform a binary transformation of the categorical variables into sets
of dummy variables and then use the similarity measures suited for binary data.
These similarity measures are well examined, and they occur in both commercial
and non-commercial software. However, a binary transformation can possibly cause
a loss of information in the data or decrease the speed of the computations. The
second approach uses similarity measures developed for the categorical data. But
these measures are not so well examined as the binary ones and they are not
implemented in commercial software. The comparison of these two approaches is
performed on generated data sets with categorical variables and the evaluation is
done using both the internal and the external evaluation criteria. The purpose of this
paper is to show that the binary transformation is not necessary in the process of
clustering categorical data since the second approach leads to at least comparably
good clustering results as the first approach.

Key words: hierarchical cluster analysis, nominal variable, binary variable, catego-
rical data, similarity measures, evaluation criteria, generated data.

1. Introduction

The practical importance of cluster analysis increases as the volume of collected
data in various fields grows. In the paper, distance-based methods (i.e. methods
based on distances or dissimilarities between objects) were chosen for the cluster
analysis due to their popularity and ease of implementation in a wide variety of
scenarios. Also, according to Charu and Chandan (2013), they can be used with
almost any data type, as long as an appropriate measure for given data type exists.

In this paper we focus on hierarchical clustering of objects characterized by
categorical variables. This type of data is extremely common in real life. It occurs
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often in surveys regarding marketing research (important for a market-oriented eco-
nomy) and in surveys in the field of official statistics (e.g. surveys of living condi-
tions). However, most of the clustering algorithms in the literature focus solely on
clustering of numerical data. When clustering nominal data (categorical data that
are not numerical nor inherently comparable in any way), a binary transformation is
routinely used. This transformation recodes nominal variables into sets of dummy
variables and then they are “treated” as if they were binary variables all along. In
the process of hierarchical clustering, the distances between objects are expressed
based on measures suited for binary data. They are either dissimilarity measures
or similarity measures which are transformed into dissimilarities before clustering.
Despite the fact that this approach is regarded as a standard procedure when clus-
tering nominal variables, it could cause a loss of information in the data (since it
is not one-to-one transformation and it changes underlying distribution of transfor-
med variables) or decrease the speed of the computations (due to dimensionality
increase), as demonstrated by Salem et al. (2017).

This transformation, which often creates a data set with substantially larger
amount of binary variables, may not be necessary at all, since similarity measu-
res suitable for clustering nominal data exist and can be used instead, see Boriah,
Chandola and Kumar (2008), Šulc (2016). These measures are not as well exami-
ned as the binary ones and they are usually not implemented in any commercial
software and almost never used. In non-commercial software R (R Core Team,
2018), there is a package nomclust, that contains several similarity measures sui-
ted for clustering nominal data, see Šulc and Řezanková (2015). This package was
used for the purpose of clustering categorical data by Ladds et al. (2018).

The main objective of the paper is to determine whether applying binary trans-
formation to categorical data and then using similarity measures for binary data in
the process of hierarchical clustering of categorical data (approach one) leads to
better-quality clusters than using similarity measures for nominal data (approach
two), which can be applied on a data set with categorical variables in its origi-
nal state. The secondary objective is to evaluate the cluster quality of hierarchical
clustering with similarity measures for nominal data compared to the similarity me-
asures for binary data on data sets with purely binary variables. We perform the
analysis on 600 generated data sets, where 300 of them are data sets with nominal
data and 300 of them are data sets with binary data. The approaches are evaluated
using both the internal and the external evaluation criteria. A language and environ-
ment for statistical computing R is used for the calculations and the analysis.

2. Similarity measures and linkage method

In this section the chosen similarity (or distance) measures are presented. One
group of similarity measures was developed for nominal data and let us refer to
those ones as nominal data measures in this paper. The other group of similarity
measures is suitable for binary data and let us use a term binary data measures for
them. At the very end of this section, the chosen linkage method is presented.
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2.1. Nominal data measures

Seven nominal data measures were used in the experiment:

• ES measure (Eskin et al., 2002),
• IOF measure and OF measure (Sparck-Jones, 1972),
• LIN measure (Lin, 1998),
• LIN1 measure (Boriah et al., 2008),
• VE measure and VM measure (Šulc, 2016),
• SM measure (Sokal and Michener, 1958),
• G1 measure, G2 measure, G3 measure and G4 measure (Boriah et al., 2008).

Let us denote the categorical data matrix X = [xic], where i = 1, . . . ,n and c =

1, . . . ,m; n is the total number of objects; m is the total number of variables. The
number of categories of the c-th variable is denoted as Kc, absolute frequency as
f , relative frequency as p, q is a subset of relative frequencies satisfying a set of
conditions.

The overview of formulas can be found in Table 1, where the column Sc (xic = x jc)

presents similarity computation for matches of categories in the c-th variable for the
i-th and j-th objects, and the column Sc (xic 6= x jc) corresponds to mismatches of
these categories. The third column represents the total similarity S (xi,x j) between
the objects xi and x j.

Table 1. Nominal measures overview
Measure Sc

(
xic = x jc

)
Sc
(
xic 6= x jc

)
S
(
xi,x j

)
ES 1 K2

c
K2

c +2
1
m ∑

m
c=1 Sc(xic,x jc)

IOF 1 (1+ ln f (xic) ln f (xic))
−1 1

m ∑
m
c=1 Sc(xic,x jc)

OF 1
(

1+ n
ln f (xic)

n
ln f (xic)

)−1 1
m ∑

m
c=1 Sc(xic,x jc)

LIN 2ln p(xic) 2ln
(

p(xic)+ p(x jc)
)

∑
m
c=1 Sc(xic,x jc)

∑
m
c=1[ln(p(xic)+p(x jc))]

LIN1 ∑q∈Q ln p(q); 5 2ln∑q∈Q p(q); ∑
m
c=1 Sc(xic,x jc)

∑
m
c=1[ln(p(xic)+p(x jc))]

VE − 1
lnKc

∑
Kc
u=1 pu ln pu 0 1

m ∑
m
c=1 Sc(xic,x jc)

VM Kc
Kc−1

[
1−∑

Kc
u=1 p2

u

]
0 1

m ∑
m
c=1 Sc(xic,x jc)

SM 1 0 1
m ∑

m
c=1 Sc(xic,x jc)

G1 1−∑q∈Q p2(q); 6 0 1
m ∑

m
c=1 Sc(xic,x jc)

G2 1−∑q∈Q p2(q); 7 0 1
m ∑

m
c=1 Sc(xic,x jc)

G3 1− p2(xic) 0 1
m ∑

m
c=1 Sc(xic,x jc)

G4 p2(xic) 0 1
m ∑

m
c=1 Sc(xic,x jc)

5Q⊆ Xc : ∀q, p(xic)≤ p(q)≤ p(x jc)
6Q⊆ Xc : ∀q, p(q)≤ p(xic)
7Q⊆ Xc : ∀q, p(q)≥ p(xic)



36 J. Cibulková, Z. Šulc, S. Sirota, H. Řezanková: The effect of binary. . .

In order to compute a proximity matrix, the transformation from similarity into
dissimilarity between the objects xi and x j is necessary. According to Šulc (2016,
pp. 6–10) transformations of similarity measures ES, IOF, OF, LIN, LIN1 (measures
which can exceed the value one) to corresponding dissimilarity measures follow the
formula:

D(xi,x j) =
1

S (xi,x j)
−1. (1)

The similarity measures VE, VM, SM, G1, G2, G3, G4 (measures which take values
from zero to one) are transformed into corresponding dissimilarity measures using
the following formula:

D(xi,x j) = 1−S (xi,x j) . (2)

2.2. Binary data measures

According to Todeschini (2012) binary data measures are often linearly dependent,
and thus the majority of them produce the same clusters. Therefore, the binary data
measures used in the study are selected in a way that each measure is based on
different principle and in some way represents a whole group of (linearly dependent)
measures based on given principle. These five binary data measures were chosen
for the experiment:

• SMC measure (Sokal and Michener, 1958) is the simple matching coefficient
and it is a basic measure used for comparing the similarity and diversity of
sample sets,
• EUC measure is the Euclidean distance that is the base for many similarity

measures,
• PRS measure (Pearson, 1900) – the Pearson chi-squared statistic is one of

many measures based on the Pearson correlation coefficient,
• YUQ measure (Yule, 1912) – Yule’s Q represents similarity measures based

on odds ratio,
• JAC measure (Jaccard, 1901) – Jaccard similarity measure represents nega-

tive match exclusive measures.

Suppose that two objects, xi and x j, are represented by the binary vector form.
Let m be the number of variables. There are symbols used for the numbers of vari-
ables with certain combinations of categories for objects presented in the Table 2,
inspired by Dunn and Everitt (1982). The symbols are used for definitions of binary
distance measures in this paper. In Table 2, a is the number of features where the
values of xi and x j are both equal to 1, meaning “positive matches”, b is the number
of variables where the value of xi and x j is (0,1), meaning “xi absence mismatches”,
c is the number of variables where the value of xi and x j is (1,0), meaning “x j ab-
sence mismatches”, and d is the number of variables where both xi and x j are 0,
meaning “negative matches”.
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Table 2. Symbols used for the numbers of variables with certain combinations of
categories for objects xi and x j

xi \x j 1 (Presence) 0 (Absence)
1 (Presence) a b
0 (Absence) c d

Table 3 provides the overview of formulas of the binary data measures. Some mea-
sures were defined as similarity measures, hence the transformation from similarity
measure into dissimilarity measure is necessary in order to be able to calculate a
proximity matrix. This transformation follows Choi et al. (2010).

Column S (xi,x j) in the Table 3 represents the total similarity between the ob-
jects xi and x j if this measure is originally defined as a similarity between objects.
D(xi,x j) in the last column stands for distance between the objects xi and x j.

Table 3. Binary measures overview

Measure S
(
xi,x j

)
D
(
xi,x j

)
SMC a+d

a+b+c+d 1−S
(
xi,x j

)
EUC –

√
b+ c

PRS n(ad−bc)2

(a+b)(c+d)(a+c)(b+d)
1−S(xi,x j)

2

YUQ – 2bc
ad+bc

JAC a
a+b+c 1−S

(
xi,x j

)

2.3. Method of cluster analysis

We applied agglomerative hierarchical cluster analysis (HCA). Its algorithm consi-
ders each object to start in its own cluster and at each step the nearest two clusters
are combined into a higher-level cluster. This algorithm is usually attributed to Sokal
and Michener (1958).

The average linkage method was applied in this analysis since it is a robust
method, which is considered a compromise between the single and the complete
linkage methods, see (Yim and Ramdeen, 2015). Unlike the single linkage method,
the average linkage method is not associated with chaining phenomenon and un-
like the complete linkage method it is not sensitive to outliers. Also, this method is
frequently set as the default one in hierarchical clustering packages. It takes ave-
rage pairwise dissimilarity between objects in two different clusters. Let us denote
Daverage (Ck,Cl) the distance between cluster Ck and Cl , with the number of objects nk

in the k-th cluster and nl in the l-th cluster. Then, dissimilarity between two clusters
can be expressed by the formula:

Daverage (Ck,Cl) =
∑xi∈Ck ∑x j∈Cl

D(xi,x j)

nknl
. (3)
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3. Data sets

To achieve the established aims, data sets with nominal and binary variables are
generated. In this section, a data generator is introduced and generated data sets
are described.

3.1. Generator of nominal data

Data generation is an important part of various research tasks, whether due to
lack of real data or, in our case, due to specific requirements given on desired
data sets (given number of clusters, variables, variables’ categories, . . . ) that can
influence the robustness of the results. Unfortunately, there are not many nominal
data generators which can produce data sets with multivariate structure.

In this paper the data generator suitable for the needs of the experiment is used,
see (Cibulková and Řezanková, 2018). Each generated data set consists of a given
number of clusters, where each cluster corresponds to one sample of a given mul-
tivariate distribution. (For the purpose of generating nominal variables, multivariate
uniform distribution is desired and multivariate Bernoulli distribution is required in or-
der to generate binary variables.) This idea follows the assumption of finite mixture
models from model-based clustering. It is assumed that the population is made up
of several distinct clusters, each following a different multivariate probability density
distribution, see (Stahl and Sallis, 2012). Hence, the problem of generating data set
with given features is reduced to generating samples from given multivariate distri-
butions. To achieve this, NORTA algorithm (Cario and Nelson, 1997) in combination
with Cholesky’s decomposition (Higham, 2009) is used. Assuming each cluster in
the data set is generated from a given multivariate distribution, the generated data
set is a mixture of several samples obtained by this approach. This generator allows
us to generate numerous data sets with desired features to cover a wide range of
data sets “types”, making the results of the analysis more robust.

3.2. Data sets with nominal, binary and binarized variables

For the purpose of the analysis, we introduce terms regarding the data sets.

• Data set with nominal data is a data set with nominal variables where a num-
ber of categories of each variable belongs to the interval 〈2,10〉. Each column
represents one variable.
• Data set with binary data is a data set with binary variables, meaning the

value of each variable is either 0 or 1. Each column represents one dummy
variable.
• Data set with binarized data was created by a binary transformation of gene-

rated data set with nominal data. Therefore, one variable with K categories
from the “original” data set with nominal data transforms into K dummy va-
riables (columns). Hence, this transformation causes that the data set with
binarized data contains a lot of zeros and a huge number of columns.



STATISTICS IN TRANSITION new series, June 2019 39

4. Experiment

The experimental part was designed to evaluate two objectives. The first one, con-
nected to the primary aim of the paper, is to determine if better-quality clusters
in hierarchical clustering are provided using similarity measures for binary data,
which require a binary data transformation, or using similarity measures for nomi-
nal data, which can be applied on a data set with nominal data in its original state.
The second objective is to evaluate the cluster quality of the similarity measures
for nominal data compared to the similarity measures for binary data on data sets
with purely binary data. Its outcomes can help to determine if it is meaningful to use
nominal data measures on binary data.

4.1. Experiment setting

Using the data generator, which was presented in Section 3, 300 nominal data sets
for the main objective and 300 binary data sets for the secondary analysis were
generated. A summary of the generated data sets properties is in Table 4.

Table 4. Generated data sets properties
data sets with nominal data data sets with binary data

distribution multivariate uniform distribution multivariate Bernoulli distribution
number of objects 120–480 120-480
number of categories 2–10 2
number of clusters 4 4
number of variables 10 10
number of replications 300 300

In order to eliminate the influence of the properties which can possibly have
effects on the quality of the produced clusters, certain properties were set under
control in the performed analyses, while other properties were not set firmly.

The correlation of variables with parameters of multivariate distribution is chosen
randomly. The number of objects in a data set varies from 120 to 480 and the
number of categories varies randomly from 2 to 10. Data sets with nominal data
were generated from multivariate uniform distribution, while multivariate Bernoulli
distribution was used for generating data sets with binary data. In both the analyses,
the number of clusters was set to four and the number of variables is set to ten to
cover typical data set sizes in common clustering tasks. To ensure the robustness
of the obtained results, each data set setting combination was replicated 300 times.

4.2. Evaluation criteria

Since the analyses are performed on the generated data sets, and thus objects’
cluster memberships are known, the produced clusters can be evaluated using both
internal and external evaluation criteria.

For the internal cluster quality evaluation, the variability-based Pseudo F coef-
ficient based on the mutability (PSFM) was chosen, see Řezanková et al. (2011).
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This coefficient takes into account the within-cluster variability of a data set, which
always decreases with the increasing number of clusters. Therefore, the coefficient
penalizes an increasing number of clusters. Then, the maximal value indicates the
optimal number of clusters. The PSFM criterion can be expressed by the formula

PSFM (k) =
(n− k)(WCM (1)−WCM (k))

(k−1)WCM (k)
, (4)

where WCM(1) is the variability in the whole data set with n objects, and WCM(k)
the within-cluster variability in the k-cluster solution, which is computed as

WCM (k) =
k

∑
g=1

ng

n ·m

m

∑
c=1

(
1−

Kc

∑
u=1

(
ngcu

ng

)2
)
,

where ng is the number of objects in the g-th cluster (g = 1, ...,k), ngcu is the number
of objects in the g-th cluster by the c-th variable with the u-th category (u = 1, ...,Kc).

The external evaluation of the cluster quality was performed using the Adjusted
Rand Index (ARI), see Hubert and Arabie (1985), which is commonly used for a
comparison of two membership partitions. Compared to the standard Rand index,
see Rand (1971), it is corrected for a chance. Similarly to the original measure,
which takes values from zero to one, where one indicates that the compared cluster
partitions are identical, ARI has a similar range of values, but it can also take small
negative values if the Index is less than the Expected index, see

ARI =
Index−Expected Index

Max Index−Expected Index
=

∑i j
(ni j

2

)
− [∑i

(ai
2

)
∑ j
(b j

2

)
]/
(n

2

)
1
2 [∑i

(ai
2

)
+∑ j

(b j
2

)
]− [∑i

(ai
2

)
∑
(b j

2

)
]/
(n

2

) , (5)

where ni j are the joint frequencies of the contingency table created between two
compared partitions, ai are the row marginal frequencies, and b j are the column
marginal frequencies.

4.3. Evaluation methodology

Values of the two criteria used can be compared not only with their values in dif-
ferent cluster solutions of a certain similarity measure but also with their values
in a particular cluster solution for different similarity measures. It can be done by
averaging the scores of the evaluation criteria over the examined similarity mea-
sures (and/or certain data sets’ properties). However, the presented approach can
be used only by ARI. The values of PSFM must be processed in a different way
since this criterion depends on the number of objects in a data set and also on its
initial variability, and thus, it is incomparable in an unadjusted form. Therefore, the
proposed procedure uses the two-step rank score approach.

In the first step, clusters produced by HCA with all the examined similarity mea-
sures are evaluated. The outcome scores are then ranked in a way that the lowest
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rank is assigned to the highest value of the coefficient. Then, the rank scores are
averaged in the same way as ARI. The resulting mean rank scores and their stan-
dard deviations are considered as the main output which can be displayed in the
form of an easily interpretable table. The lower is the mean ranked score of a simi-
larity measure, the better is its clustering performance. The lower the value of the
standard deviation, the more stable the clustering performance of a given similarity
measure.

4.4. Results of the experiment

Interpretation of the results follows the methodology described in Section 4.3. The
measures that have a tendency to create “high-quality” clusters are the ones with
low ranks of PSFM index, high values of ARI and low values of PSFM rank’s stan-
dard deviation.

Table 5 and Table 6 show mean ranks of PSFM, standard deviations of PSFM
ranks and average ARIs for each measure. The best values are highlighted in bold
writing (the highest values of ARI and the lowest values of PSFM). Table 5 provides
a summary of evaluation criteria for data sets with nominal data (these data sets
were binarized if the binary data measure was used in the clustering process). Table
6 summarizes the same indices for data sets with binary data (these data sets were
generated as data sets with purely binary variables). It is possible to distinguish a
type of a measure by the column Type, where “B” stands for a binary data measure
(black colour) and “N” stands for a nominal data measure (red colour).

Figure 1 and Figure 2 give a visualization of Tables 5 and 6. Axes x and y in
the graphs reflect the averages from the tables (average PSFM rank and average
ARI) and the size of a grey circle changes according to the standard deviation of
PSFM rank. The colours of measures in the figures correspond to the colours in the
tables. In these figures, the measures at the bottom right lead to the best clustering
solutions, while the measures at the top left lead to the worst clustering solutions.

We can see that in the case of clustering of nominal data and also in the case
of clustering binary data, the clustering approach without the binary transformation
(using nominal data measures) provides at least as good clustering solutions as the
standard approach with binary transformation. According to the chosen evaluation
criteria, similarity measures for nominal data and similarity measures for binary
data perform comparably well when applied on data sets with nominal (binarized)
data. Especially measures EUC, SMC, LIN, VE, VM, SM provided good clustering
solutions according to the chosen evaluation criteria. Surprisingly, some similarity
measures for nominal data (LIN, LIN1, G3) performed even better than all examined
measures for binary data on data sets with binary data. The measure for nominal
data LIN steadily leads to the above average clustering solutions when applied to
data sets with binary and nominal data. The measures PRS and G4 lead to bellow
average clustering solutions. The measures for binary data EUC and SMC handled
well high dimensional (binarized) data sets with a lot of zeros. However, they were
outperformed by several similarity measures when applied to binary data sets.
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Table 5. Experiment results (data sets with nominal/binarized data)
Measure Type PSFM ARI

Mean SD Mean
SMC B 7.9 3.94 0.566
EUC B 7.9 3.82 0.565
PRS B 12.9 4.78 0.484
YUQ B 8.1 4.27 0.548
JAC B 8.0 3.90 0.567
ES N 9.7 6.04 0.395
IOF N 8.2 4.60 0.533
OF N 8.9 4.59 0.600
LIN N 7.9 4.18 0.564
LIN1 N 14.1 4.03 0.512
VE N 7.8 3.94 0.565
VM N 7.8 3.91 0.566
SM N 7.8 3.77 0.566
G1 N 8.8 4.52 0.592
G2 N 8.9 4.49 0.585
G3 N 8.5 4.14 0.580
G4 N 10.0 6.04 0.389

Table 6. Experiment results (data sets with binary data)
Measure Type PSFM ARI

Mean SD Mean
SMC B 8.1 3.82 0.308
EUC B 8.5 4.20 0.310
PRS B 16.9 0.53 0.069
YUQ B 8.2 4.33 0.303
JAC B 8.5 4.03 0.308
ES N 8.1 3.98 0.306
IOF N 7.9 4.13 0.304
OF N 8.2 3.88 0.307
LIN N 6.5 4.27 0.329
LIN1 N 6.6 4.35 0.329
VE N 8.3 3.81 0.307
VM N 8.2 3.88 0.308
SM N 8.1 3.84 0.307
G1 N 9.1 5.26 0.336
G2 N 11.3 4.70 0.275
G3 N 6.9 4.81 0.336
G4 N 13.7 4.33 0.200
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Figure 1: Data sets with nominal (or binarized) data
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Figure 2: Data sets with binary data
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5. Conclusions

In the study we compared two approaches to clustering of categorical data. The first
widely used approach performs a binary transformation of the nominal variables
into sets of dummy variables and then uses the similarity measures suitable for
binary data. The second rarely used approach uses similarity measures developed
for the nominal data, hence no data transformation is required. We used internal
and external evaluation criteria to determine which of the two approaches creates
better quality clusters.

We demonstrated that the binary transformation is not necessary and it is possi-
ble to cluster data sets with categorical variables without it. Moreover, according to
several internal and external evaluation criteria the approach that uses nominal data
measures even leads to “better” clustering results in comparison with clustering so-
lutions obtained by the first approach (clustering data that were transformed by a
binary transformation, while using distance measures suitable for binary data) on
both types of data sets – data sets with nominal data and data sets with binary data.
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ABSTRACT 

The article describes a hybrid approach to evaluating economic efficiency 
of medium-sized manufacturing enterprises (employing from 50 to 249 people) 
in districts of Wielkopolska province, using metric and interval-valued data. 
The hybrid approach combines multidimensional scaling with linear ordering. 
In the first step, multidimensional scaling is applied to obtain a visual 
representation of objects in a two-dimensional space. In the next step, a set of 
objects is ordered linearly based on the distance from the pattern (ideal) object. 
This approach provides new possibilities for interpreting linearly ordered results 
of a set of objects. Interval-valued variables characterise the objects of interests 
more accurately than metric data do. Metric data are atomic, i.e. an observation 
of each variable is expressed as a single real number. In contrast, an observation 
of each interval-valued variable is expressed as an interval. The analysis was 
based on data prepared in a two-stage process. First, a data set of observations 
was obtained for metric variables describing economic efficiency of medium-sized 
manufacturing enterprises. These unit-level data were aggregated at district level 
(LAU 1) and turned into two types of data: metric and interval-valued data. In the 
analysis of interval-valued data, two approaches are used: symbolic-to-classic, 
symbolic-to-symbolic. The article describes a comparative analysis of results 
of the assessment of economic efficiency based on metric and interval-valued 
data (the results of two approaches). The calculations were made with scripts 
prepared in the R environment. 
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1. Introduction and motivation 

The contribution made to the GDP by small and medium-sized enterprises 
keeps growing, in contrast to that of large companies. Although the SME sector is 
dominated by micro enterprises, one cannot ignore the role played by medium-
sized companies, employing between 50 and 249 persons (CSO 2017). 
At present there are nearly 16,000 medium-sized companies in Poland, which 
accounts for just 0.8% of the entire enterprise sector. This share has remained 
unchanged for the last 10 years (MED 2017). Medium-sized companies provide 
more jobs than the small ones (17%). An average medium-sized enterprise 
employs 104 persons, while the total number of people employed in companies of 
this category is 1.6 million. Investment outlays in this category account for 33% of 
the entire enterprise sector, 64% of which are own funds (see Figure 1). Medium-
sized enterprises are the most dynamically developing category of companies in 
terms of the value of exports per one company. They are also characterized by 
the highest survival rate – 87% of them survive their first year of operation. 
Medium-sized companies operating for 5 years are likely to survive the next year 
with a probability of 0.996 (Chaber et al. 2017).  

 

 

Figure 1. Enterprise characteristics by size class in 2016 (at 31 Dec.) 

Source: Based on the CSO study (CSO 2017). 

 

Medium-sized companies are able to compete with large enterprises because 
they are more flexible and efficient in conducting business activity, are better at 
controlling costs and take less time to implement innovation and react to changing 
market requirements. 

Taking into account the kind of business activity, one of the most important 
sections is manufacturing. Looking at the structure of manufacturing companies 
(see Figure 2), it can be seen that medium-sized enterprises are the smallest 
group and make up only 3% of all units in this section. People employed by 
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medium-sized manufacturing enterprises account for about 27% of the workforce 
working in all manufacturing companies. Revenues earned by medium-sized 
manufacturing enterprises make up 21% of all revenues generated by companies 
in the manufacturing section. 

The empirical study described below is limited to the group of medium-sized 
manufacturing enterprises, which includes 42% of all medium-sized companies. 
Those companies employ 44% of the workforce working in this sector. The share 
of revenues and wages in this group is similar (CSO 2017). 

The main objective of the study was to evaluate the economic efficiency of 
medium-sized manufacturing enterprises in districts of Wielkopolska province. 
The study was based on metric and interval-valued data and involved a hybrid 
approach combining multidimensional scaling and linear ordering (Walesiak 2016; 
Walesiak, Dehnel 2018). Economic efficiency, defined as a relation between 
effects and investments, in this case, is measured on an operational level using 
efficiency ratios to assess the company’s performance (Kaplan, Cooper 1998; 
Kaplan 2008; Koliński 2011). Studies of this kind are usually based on a matrix of 
metric data. The novelty of the present study is the fact that it was based on 
a table of interval-valued data. In addition, the authors propose an aggregate 
measure based on the Euclidean Ichino-Yaguchi distance from the pattern object. 
Interval-valued variables describe objects of interest more accurately than metric 
data do, which are atomic, meaning that an observation of each variable is 
expressed as a single real number. In contrast, an observation of each interval-
valued variable is expressed as an interval. The following studies (Gioia, Lauro 
2006; Brito et al. 2015) include real examples of interval-valued data. 

 

 

Figure 2.  Characteristics of manufacturing enterprises by size class in 2016 
(at 31 Dec.) 

Source: Based on the CSO study (CSO 2017). 
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Data for the study were prepared in two steps. The first step involved 
compiling a set containing metric variables about the economic efficiency of 
medium-sized manufacturing enterprises; in the second step, the collected data 
were aggregated at the level of districts, producing metric and interval-valued 
data. The latter type of data was analysed using two approaches: symbolic-to-
classic and symbolic-to-symbolic. Data used in the study come from the DG-1 
survey conducted by the Statistical Office in Poznań. The survey is carried out to 
collect information about basic measures of economic activity in companies 
(Dehnel 2015). Owing to data availability, the study was conducted for 2012. The 
official statistics were supplemented by information from the register maintained 
by the Ministry of Finance. 

2. Research methodology 

To produce a ranking of medium-sized manufacturing companies operating in 
districts of Wielkopolska province in terms of economic efficiency, the authors 
used a hybrid approach, which combines multidimensional scaling (MDS) and 
linear ordering (Walesiak 2016; Walesiak, Dehnel 2018), which makes it possible 
to visualize the results of linear ordering. Metric and interval-valued data were 
used for this purpose. Depending on the type of input and output of 
multidimensional scaling, three different approaches were used to analyse the 
data:  

a. Classic-to-classic (cc) for metric data, 
b. Symbolic-to-classic (sc) for interval-valued data, 
c. Symbolic-to-symbolic (ss) for interval-valued data. 

The extended analytical procedure (including the above mentioned 
approaches), accounting separately for metric and interval-valued data, consists 
of the following steps: 

1. Select a complex phenomenon which cannot be measured directly (in this 
case, it is the economic efficiency of medium-sized manufacturing companies 
operating in districts of Wielkopolska province). 

2. Identify a set of objects of interest and a set of variables that are substantively 
related to the complex phenomenon. Add a pattern object (upper pole) and an 
anti-pattern object (lower pole) to the set of objects. Identify preference 
variables3 (stimulants, destimulants and nominants). 

3. Collect data and construct a data matrix 𝐗 = [𝑥𝑖𝑗]𝑛𝑥𝑚, (the value of the j-th 

variable for the i-th object, 𝑖, 𝑘 = 1, … , 𝑛, 𝑗 = 1, … , 𝑚) for metric data or a data 

table 𝐗 = [𝑥𝑖𝑗
𝑙 , 𝑥𝑖𝑗

𝑢 ]𝑛𝑥𝑚 (where 𝑥𝑖𝑗
𝑙 ≤ 𝑥𝑖𝑗

𝑢 ) for interval-valued data. The pattern 

object includes the most favourable variable values, whereas the anti-pattern – 
the least favourable values of the preference variables (separately for lower 
and upper bounds of the interval).  

4. Normalize variable values and arrange them in the form of a normalized data 
matrix 𝐙 = [𝑧𝑖𝑗]𝑛𝑥𝑚 for metric data or in the form of a normalized data table 𝐙 =

                                                           
3 The idea of a stimulant and a destimulant was introduced by (Hellwig 1972), while that of a nominant 

in the work by (Borys 1984, p. 118). Definitions can be found, among others, in (Walesiak 2016). 
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[𝑧𝑖𝑗
𝑙 , 𝑧𝑖𝑗

𝑢 ]𝑛𝑥𝑚 (where 𝑧𝑖𝑗
𝑙 ≤ 𝑧𝑖𝑗

𝑢 ) for interval-valued data. Normalization is used to 

ensure comparability of variables. This is achieved by removing dimensional 
units from measurement results and standardizing their orders of magnitude. 
Interval-valued data require special normalization treatment. The lower and 
upper bound of the interval of the j-th variable for n objects are combined into 
one vector containing 2n observations. This approach makes it possible to 
apply normalization methods used for classic metric data. Metric data were 
normalized using the data.Normalization function, while interval-valued data – 
using interval_normalization function, both available in the clusterSim package 
(Walesiak, Dudek 2018a). 

5. In the classic-to-classic approach, select a measure of distance for metric data 
(Manhattan, Euclidean, Chebyshev, Squared Euclidean, GDM14 – see, e.g. 
Everitt et al. 2011, pp. 49-50), calculate distances and create a distance matrix 

𝛅 = [𝛿𝑖𝑘(𝐙)]𝑛𝑥𝑛 (𝑖, 𝑘 = 1, … , 𝑛).  

For interval-valued data (the symbolic-to-classic approach), select a measure 
of distance (see Table 1), calculate distances and create a distance matrix 𝛅 =
[𝛿𝑖𝑘(𝐙)]𝑛𝑥𝑛.  

      Table 1. Selected distance measures for interval-valued data 

Symbol Name Distance measure 𝛿𝑖𝑘(𝐙) 

U_2_q1 Ichino-Yaguchi 

𝑞 = 1, 𝛾 = 0,5 

∑ 𝜑(𝑧𝑖𝑗 , 𝑧𝑘𝑗)
𝑚

𝑗=1
 

U_2_q2 Euclidean Ichino-Yaguchi 

𝑞 = 2, 𝛾 = 0,5 
√∑ 𝜑(𝑧𝑖𝑗 , 𝑧𝑘𝑗)

2𝑚

𝑗=1
 

H_q1 Hausdorff 

𝑞 = 1 

∑ [max(|𝑧𝑖𝑗
𝑙 − 𝑧𝑘𝑗

𝑙 |, |𝑧𝑖𝑗
𝑢 − 𝑧𝑘𝑗

𝑢 |)]
𝑚

𝑗=1
 

H_q2 Euclidean Hausdroff 

𝑞 = 2 
{∑ [max(|𝑧𝑖𝑗

𝑙 − 𝑧𝑘𝑗
𝑙 |, |𝑧𝑖𝑗

𝑢 − 𝑧𝑘𝑗
𝑢 |)]

2𝑚

𝑗=1
}

1 2⁄

 

𝑧𝑖𝑗 = [𝑧𝑖𝑗
𝑙 , 𝑧𝑖𝑗

𝑢 ]; 𝜑(𝑧𝑖𝑗 , 𝑧𝑘𝑗) = |𝑧𝑖𝑗⨁𝑧𝑘𝑗| − |𝑧𝑖𝑗⨂𝑧𝑘𝑗| + 𝛾(2 ∙ |𝑧𝑖𝑗⨂𝑧𝑘𝑗| − |𝑧𝑖𝑗| −

|𝑧𝑘𝑗|); | | – interval length; 𝑧𝑖𝑗⨁𝑧𝑘𝑗 = 𝑧𝑖𝑗 ∪ 𝑧𝑘𝑗; 𝑧𝑖𝑗⨂𝑧𝑘𝑗 = 𝑧𝑖𝑗 ∩ 𝑧𝑘𝑗. 

Source: Based on works by Billard, Diday 2006; Ichino, Yaguchi 1994. 

 
This step does not apply in the symbolic-to-symbolic approach. 

6. In the classic-to-classic and symbolic-to-classic approaches conduct 
multidimensional scaling (MDS): 𝑓: 𝛿𝑖𝑘(𝐙) → 𝑑𝑖𝑘(𝐕) for all pairs (𝑖, 𝑘), where 

f denotes distance mapping from m-dimensional space 𝛿𝑖𝑘(𝐙) into 

                                                           
4 Cf. Jajuga, Walesiak, Bąk 2003. 
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corresponding distances 𝑑𝑖𝑘(𝐕) in q- dimensional space (𝑞 < 𝑚). To enable 

graphic presentation of results, q is set to 2. Distances 𝑑𝑖𝑘(𝐕) are unknown. 
The iterative procedure, implemented in the smacof algorithm and used to find 

configuration 𝐕 (given q dimensions) and calculate distance matrix 𝑑𝑖𝑘(𝐕), 
is presented in (Borg, Groenen 2005, pp. 204–205).  

In the classic-to-classic and symbolic-to-classic approaches, after performing 
MDS, one obtains a data matrix in 2-dimensional space: 𝐕 = [𝑣𝑖𝑗]𝑛𝑥𝑞 (𝑞 = 2). 

Depending on the location of the pattern and anti-pattern object in the 
dimensional scaling space 𝐕 = [𝑣𝑖𝑗]𝑛𝑥2 the coordinate system needs to be 

rotated by an angle of φ according to the formula: 

 [𝑣′
𝑖𝑗]𝑛𝑥2 = [𝑣𝑖𝑗]𝑛𝑥2 × 𝐷, (1) 

where: [𝑣′
𝑖𝑗]𝑛𝑥2 – data matrix in 2-dimensional scaling space after rotating 

the coordinate system by an angle of 𝜑, 

𝐷 = [
𝑐𝑜𝑠𝜑 −𝑠𝑖𝑛𝜑
𝑠𝑖𝑛𝜑 𝑐𝑜𝑠𝜑

] – rotation matrix. 

The rotation does not change the arrangement of objects relative to one 
another but makes it possible to position the set axis connecting the pattern 
and anti-pattern along the identity line, which improves the visualization of 
results. 
In the symbolic-to-symbolic approach, multidimensional scaling needs to be 
performed using the I-Scal algorithm. The objective of MDS for interval 
dissimilarities is to represent the lower and upper bounds of the dissimilarities 
by minimum and maximum distances between rectangles as well as possible 
distances in the sense of least-squares (Groenen, Winsberg, Rodriguez, Diday 
2006).  
Under this approach, after performing MDS, one obtains an interval-valued 

data table in 2-dimensional space 𝐕 = [𝑣𝑖𝑗
𝑙 , 𝑣𝑖𝑗

𝑢 ]𝑛𝑥𝑞 (where 𝑣𝑖𝑗
𝑙 ≤ 𝑣𝑖𝑗

𝑢 ;  𝑞 = 2). 

A frequent mistake committed while using MDS results is to evaluate stress 
mechanically (rejecting an MDS solution because its stress seems “too high”). 
According to Borg, Groenen, Mair (2013, p. 68; 2018, pp. 85-86) “an MDS 
solution can be robust and replicable, even if its stress value is high” and 
“Stress, moreover, is a summative index for all proximities. It does not inform 
the user how well a particular proximity value is represented in the given MDS 
space”. In addition we should take into account stress per point measure5 and 
Shepard diagram6 (classic-to-classic and symbolic-to-classic approaches) or 
the I-Stress per box index and the I-dist diagram (the symbolic-to-symbolic 
approach). 
In this study, we used a solution which enables the selection of an optimal 
MDS procedure for a given normalization method, distance measure and 
scaling models (in the classic-to-classic and symbolic-to-classic approaches) 
and, in the case of the symbolic-to-symbolic approach, according to 
procedures available in the mdsOpt R package (Walesiak, Dudek 2018b). 

                                                           
5 Cf. Borg and Mair (2017, pp. 31). 
6 Cf. Mair, Borg and Rusch (2016). 
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7. In all three approaches, MDS results should be presented graphically in a  
2-dimensional space and interpreted.  

In the classic-to-classic and symbolic-to-classic approaches, objects are 
represented as points. Two points, representing the anti-pattern and pattern, 
are joined by a straight line to form the so-called set axis in the diagram. 
Isoquants of development (curves of equal development) are drawn from the 
pattern point. Objects located between the isoquants represent a similar level 
of development. The same level can be achieved by objects located at 
different points along the same isoquant of development (due to a different 
configuration of variable values). 
In the symbolic-to-symbolic approach, objects are represented in the form of 
rectangles. 

8. In the classic-to-classic and symbolic-to-classic approaches, objects should be 
ordered linearly according to the values of the aggregate measure 𝑑𝑖 based on 
the Euclidean distance from the pattern object (Hellwig 1981): 

 𝑑𝑖 = 1 − √∑ (𝑣𝑖𝑗 − 𝑣+𝑗
2
𝑗=1 )2 √∑ (𝑣+𝑗 − 𝑣−𝑗

2
𝑗=1 )2⁄ , (2) 

where: 𝑣𝑖𝑗 – the j-th coordinate for the i-th object in the 2-dimensional MDS 

space, 𝑣+𝑗(𝑣−𝑗) – the j-th coordinate for the pattern (anti-pattern) object in the 

2-dimensional MDS space. 
In the symbolic-to-symbolic approach, objects should be ordered according to 
the values of the aggregate measure 𝑑𝑖 based on the Euclidean Ichino-
Yaguchi distance (Ichino, Yaguchi 1994) from the pattern object: 

 𝑑𝑖 = 1 − √∑ 𝜑(𝑣𝑖𝑗 , 𝑣+𝑗)
22

𝑗=1 √∑ 𝜑(𝑣+𝑗 , 𝑣−𝑗)
22

𝑗=1⁄ , (3) 

where: 𝑣𝑖𝑗 = [𝑣𝑖𝑗
𝑙 , 𝑣𝑖𝑗

𝑢 ]; 𝑣+𝑗 = [𝑣+𝑗
𝑙 , 𝑣+𝑗

𝑢 ]; 𝑣−𝑗 = [𝑣−𝑗
𝑙 , 𝑣−𝑗

𝑢 ];  

𝑣𝑖𝑗
𝑙  and 𝑣𝑖𝑗

𝑢  – the lower and upper bound of the interval of the j-th variable for 

the i-th object in the 2-dimensional MDS space; 

𝑣+𝑗
𝑙  and 𝑣+𝑗

𝑢  (𝑣−𝑗
𝑙  i 𝑣−𝑗

𝑢 ) – the lower and upper bound of the interval of the j-th 

variable for the pattern (anti-pattern) object in the 2-dimensional 
MDS space. 

The values of the aggregate measure 𝑑𝑖 given by (2) and (3) belong to the 
interval [0; 1]. The higher the value of 𝑑𝑖, the higher the economic efficiency of 
medium-sized manufacturing enterprises in the objects (districts). The objects 
are arranged according to the descending values of the aggregate measure 𝑑𝑖.  

3. Results of the Empirical Study 

The empirical study uses statistical data about the economic efficiency of 
medium-sized manufacturing enterprises in districts of Wielkopolska province in 
2012. The target data set was prepared in two stages. The first step involved 
selecting three metric variables (x1 and x2 are stimulants and x3 is a destimulant) 
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describing the economic efficiency of 876 medium-sized manufacturing 
enterprises: 

x1 – return on sales in % (net profit as a percentage of sales revenue). 

x2 – sales revenue in thousands PLN per one employee, 

x3 – costs in thousands PLN per one employee. 

In the second step, the observations were aggregated at the level of districts 
producing a set of interval-valued data. The economic efficiency of medium-sized 
manufacturing enterprises operating in 35 districts of Wielkopolska province was 
measured using three approaches: classic-to-classic, symbolic-to-classic and 
symbolic-to-symbolic. 

In the classic-to-classic approach, the analytical procedure described in the 
second section was applied to a data matrix containing 35 districts of 
Wielkopolska province described by the three metric variables. For this purpose, 
original data for 876 manufacturing enterprises were aggregated at the level of 
districts by averaging the values of each variable.  

In the symbolic-to-classic and symbolic-to-symbolic approaches, the analytical 
procedure described in the second section was applied to a table containing 35 
districts of Wielkopolska province described by the three interval-valued variables. 
Original data for 876 manufacturing enterprises were aggregated at the level of 
districts, producing interval-valued data. The lower bound of the interval for each 
interval-valued variable in each district was given by the first quartile of the entire 
data set. The upper bound of the interval was obtained by calculating the third 
quartile. 

In the classic-to-classic approach, an optimal scaling procedure was selected 
after testing combinations of 6 normalization methods (n1, n2, n3, n5, n5a, n12a 
– see Walesiak, Dudek 2018a), 4 distance measures (Manhattan, Euclidean, 
Chebyshev, Squared Euclidean, GDM1) and 4 MDS models (ratio, interval, 
mspline of second and third degree – Borg, Groenen 2005, p. 202) – altogether 
120 MDS procedures. As a result of applying the optSmacofSym_mMDS function 

from the mdsOpt R package (see Walesiak, Dudek 2017; 2018b), the optimal 

MDS procedure was selected. The procedure uses the normalization method n2 
(positional standardization), the mspline 2 scaling model (polynomial of second 
degree) and the GDM1 distance. 

In the symbolic-to-classic approach, an optimal scaling procedure was 
selected after testing combinations of 6 normalization methods (n1, n2, n3, n5, 
n5a, n12a), 4 distance measures (Ichino-Yaguchi, Euclidean Ichino-Yaguchi, 
Hausdorff, Euclidean Hausdorff) and 4 MDS models (ratio, interval, mspline of 
second and third degree) – altogether 96 MDS procedures. After applying the 
optSmacofSymInterval function from the mdsOpt R package, the optimal MDS 

procedure was selected, which involves the normalization method n12a 
(positional normalization), the mspline 2 scaling model (polynomial of third 
degree) and the Hausdorff distance. 

In the symbolic-to-symbolic approach, an optimal scaling procedure was 
selected after testing combinations of 6 normalization methods (n1, n2, n3, n5, 
n5a, n12a) and 2 optimization methods, giving altogether 12 MDS procedures. 
After applying the optIscalInterval function from the mdsOpt R package, the 

optimal MDS procedure was selected, which uses the normalization method n1 
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(standardization) and the MM optimization method (majorization-minimization 
algorithm). 

By taking into account all the three approaches, it was possible to see how 
assessments of the phenomenon of interest varied when moving from the classic-
to-classic approach to more robust ones (symbolic-to-classic, symbolic-to-
symbolic). The average value, used in the classic-to-classic approach as the only 
parameter, which is well known, is strongly affected by outliers. In the other two 
approaches based on interval-valued data, assessments obtained for districts are 
not based on average values but account for the variation observed among 
manufacturing enterprises with respect to the variables of interest. Additional 
advantage of these approaches is the fact that outliers are excluded from the 
analysis.  

Figures 3, 4 and 5 present MDS results of districts of Wielkopolska province 
for each approach.  

 

 

Figure 3.  Results of multidimensional scaling of 35 districts of Wielkopolska by 
economic efficiency of medium-sized manufacturing enterprises in 2012 
– the classic-to-classic approach  
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In the diagram illustrating the classic-to-classic and the classic-to-symbolic 
approaches, the anti-pattern (AP) and pattern (P) objects were connected by 
a straight line – the so-called set axis (Figs. 3 and 4). 6 isoquants of development 
were identified by dividing the set axis into 6 equal parts. The further a given 
isoquant is located from the pattern object, the less economically efficient are 
medium-sized companies in districts represented within it. 

 

 

Figure 4.  Results of multidimensional scaling of 35 districts of Wielkopolska by 
economic efficiency of medium-sized manufacturing enterprises in 2012 
– the symbolic-to-classic approach 
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Figure 5.  Results of multidimensional scaling of 35 districts of Wielkopolska by 
economic efficiency of medium-sized manufacturing enterprises in 2012 
– the symbolic-to-symbolic approach 

By presenting results in this way it is possible to: 

– show a graphical ordering of districts in terms of the economic efficiency of 
manufacturing enterprises measured by three variables according to the 
values of measure 𝑑𝑖 (2), 

– distinguish groups of districts with a similar level of economic efficiency 
(districts between isoquants), 

– identify districts characterized by a similar level of economic efficiency, but 
having a different location on the isoquant of development. Example cases in 
the classic-to-classic approach include Leszczyński district (13) and 
Międzychodzki district (14), while in the symbolic-to-classic approach – 
Grodziski (5) and Jarociński (6) districts. Although the assessment of 
economic efficiency for these pairs of districts is similar, their respective 
configurations of values differ. 

The visualization of results also reveals that a switch from the classic-to-
classic approach to the symbolic-to-classic approach causes a change in the 
position of objects, and consequently, different assessments of economic 
efficiency. This is due to the fact that the analysis in the symbolic-to-classic 
approach is based on the values of the target variables included between the first 
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and third quartile. At least two directions of changes can be observed in the 
arrangement of objects. Some objects moved along the set axis or relative to it 
(an object moving closer to, further away from or crossing the set axis). A large 
majority of the objects (24) moved towards the pattern (higher values of measure 
𝑑𝑖), which, in the symbolic-to-classic approach, represents a higher level of 
economic efficiency of companies. The group of districts with the highest increase 
in the value of measure 𝑑𝑖 includes those in which companies were assessed as 
least economically efficient in the classic-to-classic approach: Kępiński, Obornicki, 
Rawicki (Figures 3, 4 and 6, Table 2). A reverse change, i.e. a shift towards the 
anti-pattern, was observed for 9 districts, which in the classic-to-classic approach 
received the highest assessment of economic efficiency of companies: Ostrowski, 
Wrzesiński, Koniński, Wągrowiecki (Figures 3, 4 and 6, Table 2).  

Table 2 shows an ordering of 35 districts of Wielkopolska province depending 
on the economic efficiency of medium-sized manufacturing enterprises in 2012 
obtained under the classic-to-classic, symbolic-to-classic and symbolic-to- 
symbolic approaches.  

Table 2.  Ranking of 35 districts of Wielkopolska by economic efficiency of 
medium-sized manufacturing enterprises in 2012 

No. Districts 𝑑𝑖
𝑐𝑐 Rank 𝑑𝑖

𝑠𝑐 Rank 𝑑𝑖
𝑠𝑠 Rank 

1 Chodzieski 0.4153 15 0.2941 31 0.3222 22 

2 Czarnkowsko-Trzcianecki 0.1967 31 0.3329 28 0.2553 32 

3 Gnieźnieński 0.3901 18 0.5050 10 0.4285 9 

4 Gostyński 0.1498 33 0.2358 34 0.2452 34 

5 Grodziski 0.4504 13 0.3231 29 0.2921 28 

6 Jarociński 0.2367 29 0.3352 27 0.2584 31 

7 Kaliski 0.3508 22 0.4030 22 0.3757 11 

8 Kępiński 0.0063 35 0.3643 25 0.3185 24 

9 Kolski 0.3956 17 0.5480 6 0.4757 5 

10 Koniński 0.5640 4 0.4303 19 0.3389 18 

11 Kościański 0.2843 28 0.2209 35 0.2530 33 

12 Krotoszyński 0.3243 27 0.3682 24 0.2947 27 

13 Leszczyński 0.3380 25 0.2712 33 0.2772 29 

14 Międzychodzki 0.3303 26 0.4325 18 0.3384 19 

15 Nowotomyski 0.3453 23 0.4116 21 0.3331 20 

16 Obornicki 0.1459 34 0.2979 30 0.2593 30 

17 Ostrowski 0.7186 1 0.6964 2 0.5373 1 

18 Ostrzeszowski 0.4999 8 0.6169 3 0.5169 3 

19 Pilski 0.4331 14 0.5101 9 0.3959 10 

20 Pleszewski 0.3745 19 0.4605 14 0.3174 25 
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Table 2.  Ranking of 35 districts of Wielkopolska by economic efficiency of 
medium-sized manufacturing enterprises in 2012  (cont.) 

No. Districts 𝑑𝑖
𝑐𝑐 Rank 𝑑𝑖

𝑠𝑐 Rank 𝑑𝑖
𝑠𝑠 Rank 

21 Poznański 0.5089 7 0.5124 8 0.4360 7 

22 Rawicki 0.1879 32 0.4301 20 0.3053 26 

23 Słupecki 0.4028 16 0.4340 17 0.4345 8 

24 Szamotulski 0.4589 12 0.4356 16 0.3315 21 

25 Średzki 0.3435 24 0.4479 15 0.3715 13 

26 Śremski 0.4822 9 0.5270 7 0.3660 14 

27 Turecki 0.3600 21 0.4608 13 0.3755 12 

28 Wągrowiecki 0.5600 5 0.3635 26 0.3186 23 

29 Wolsztyński 0.5276 6 0.5971 4 0.4639 6 

30 Wrzesiński 0.5642 3 0.5618 5 0.4794 4 

31 Złotowski 0.3626 20 0.3926 23 0.3535 16 

32 m. Kalisz 0.4599 11 0.4819 12 0.3425 17 

33 m. Konin 0.2204 30 0.2823 32 0.2411 35 

34 m. Leszno 0.5921 2 0.7804 1 0.5190 2 

35 m. Poznań 0.4607 10 0.4927 11 0.3551 15 

Parameters Value  Value  Value  

Mean 0.3840 X 0.4359 X 0.3579 X 

Standard deviation 0.1450 X 0.1234 X 0.0821 X 

Median 0.3901 X 0.4325 X 0.3389 X 

Median absolute deviation 0.1047 X 0.1150 X 0.0694 X 

𝑑𝑖
𝑐𝑐 – value of measure (2) in the classic-to-classic approach, 

𝑑𝑖
𝑠𝑐 – value of measure (2) in the symbolic-to-classic approach, 

𝑑𝑖
𝑠𝑠 – value of measure (3) in the symbolic-to-symbolic approach, 

Source:  Calculations performed in the R program (R Core Team 2018) and the  
  clusterSim package (Walesiak, Dudek 2018a). 

 

It can be seen that the application of the robust approaches (symbolic-to-
classic and symbolic-to-symbolic) results in a different dispersion of objects. The 
range of 𝑑𝑖 values changed from [0.0063;  0.7186] in the classic-to-classic 

approach to [0.2411;  0.5373] in the symbolic-to-symbolic approach, while the 

spread of districts expressed in terms of the standard deviation of measure 𝑑𝑖 
decreased from 𝑆𝑑𝑖

= 0.1450 in the classic-to-classic approach to 𝑆𝑑𝑖
= 0.0821 in 

the symbolic-to-symbolic approach.  
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The degree of correlation between the values of measure 𝑑𝑖 for 35 districts 
obtained under each approach was measured by the Pearson correlation 
coefficient. The consistency of rank orders was measured by the Kendall rank 
correlation coefficient. The results are shown in Table 3. 

Table 3. Correlation coefficients (Pearson’s r and Kendall’s tau) between the 
values of measures (2) and (3) obtained under the three approaches 

Pearson correlation coefficient Kendall rank correlation coefficient 

    cc      sc      ss 

cc  1.000 0.692 0.702 

sc  0.692 1.000 0.911 

ss  0.702 0.911 1.000 

    cc      sc      ss 

cc  1.000 0.546 0.543 

sc  0.546 1.000 0.741 

ss  0.543 0.741 1.000 

cc – classic-to-classic approach, 
sc – symbolic-to-classic approach, 
ss – symbolic-to-symbolic approach. 

The highest degree of similarity between rankings of districts (measured by 
the Kendall rank correlation coefficient) and correlation between districts 
(measured by the Pearson correlation coefficient) depending on the values of 
measure 𝑑𝑖 is observed for the approaches based on interval-valued data 
(symbolic-to-classic and symbolic-to-symbolic). The results based on metric data 
are considerably different from those obtained using interval-valued data. The 
latter ones are more reliable (since districts were assessed on the basis of 
intervals of variable values with the exclusion of outliers) than those based on 
metric data (where districts were assessed on the basis of the mean values of the 
target variables). 

The results of multidimensional scaling of districts of Wielkopolska province 
obtained under each approach along with the geographical location are presented 
in a map chart (Figure 6). One can clearly see the impact of Poznań on the 
neighbouring districts – it functions as a pole of growth (Isard 1960). Districts 
located further away from Poznań tend to appear lower in the ranking based on 
measure 𝑑𝑖. The only exceptions are Ostrowski and Ostrzeszowski districts, 
which, despite their relatively large distance from Poznań, are characterised by 
very high values of measure 𝑑𝑖 regardless of the approach adopted (𝑑17

𝑐𝑐 = 0.7186, 
𝑑17

𝑠𝑐 = 0.6964, 𝑑17
𝑠𝑠 = 0.5373, and 𝑑18

𝑐𝑐 = 0.4999, 𝑑18
𝑠𝑐 = 0.6169, 𝑑18

𝑠𝑠 =
0.5169, respectively). It should be noted that these districts are part of the Kalisko-
Ostrowski Industrial District and are important centres of electromechanical and 
construction industry. Another factor which may be contributing to the high 
economic efficiency of companies operating in these districts is that fact that they 
are located in a special economic zone (Kamiennogórska Subzone).  
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Figure 6. Assessment of districts in terms of economic efficiency of medium-sized 
manufacturing companies in 2012 in the classic-to-classic (cc), 
symbolic-to-classic (sc) and symbolic-to-symbolic (ss) approaches 

Source: Calculations performed in the R program. 

4. Conclusions 

The aim of the study was to compare districts of Wielkopolska province in 
terms of the economic efficiency of medium-sized manufacturing companies, 
which operated in them in 2012. Variables used in the study are typically used in 
the financial analysis of economic entities. Assessments were obtained using a 
hybrid approach combining multidimensional scaling and linear ordering and 
performed for three types of data set-ups: classic-to-classic, symbolic-to-classic 
and symbolic-to-symbolic. Thanks to this methodology, it was possible to obtain 
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a graphic presentation of economic efficiency, which is a multidimensional 
phenomenon, in a 2-dimensional space. In addition, the districts could be ranked 
according to the economic efficiency of medium-sized manufacturing companies.  

By comparing results obtained under three different data set-ups, it was 
possible to identify changes caused by switching from the classic-to-classic 
approach to the interval-based approach (interval-valued data). In the two 
modified approaches, assessments were not based only on the mean values of 
the target variables describing companies in each district but accounted for the 
observed variation. Moreover, companies showing outlying values of the financial 
variables were excluded from the analysis. 

The results were used to identify groups of districts with similar levels of 
economic efficiency and particular districts within the groups with similar and 
different values of the target variables. The analysis confirmed the impact of 
Poznań as a pole of growth on the neighbouring districts.  

The authors are aware of the limitations resulting from the selected set of 
variables. However, the main purpose of the study was to present a new 
methodological approach.  
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ECONOMIC GROWTH AND ITS DETERMINANTS: 
A CROSS-COUNTRY EVIDENCE 

Adedayo A. Adepoju1, Tayo P. Ogundunmade2  

ABSTRACT 

Empirical evidence from a panel of 126 countries, over the time period of 2010 to 
2014, indicates that economic growth is dependent on various factors. This paper 
finds that government expenditure control, reduced inflation and increased trade 
openness are the factors that boost the economic growth of a country. Significant 
evidence is seen for government consumption, fiscal policy and trade openness. 
No significant relationship has been observed between exchange rate and 
economic growth, whereas unemployment influences output for African countries. 
The cross regional analysis of Asian, European, African, Caribbean, and American 
countries gives specific determinants for these regions. Economic growth is also 
analysed in developing, developed, least developed, Muslim and petroleum 
exporting and emerging countries.  
The results of this study validate the dependence of economic growth on various 
factors. Fiscal balance has shown a consistent positive relationship with economic 
growth throughout the analyses. Fiscal balance and unemployment rate played 
their role in the growth of African countries. Inflation rates and increased openness 
were significant for some regions. Exchange rate did not return significant 
coefficients for any of the sub-regions. Government consumption, trade openness, 
policy interest rate and industrial production rate showed significant effect for 
different regions of the world. 

Key words: economic growth, panel data analysis, growth determinants. 

1.  Introduction 

Economic growth, no doubt, is the backbone of an economy’s development 

and its enhancement remains one of the major strategic and policy issues for the 

policymakers. Researchers, over the years, have analysed the economic growth 

and its development; special emphasis has been laid upon the factors that 

influence the economic growth. A vast body of economic literature has, 

empirically and Bayesian researched the economic growth and its determinants 

(Kormendi and Meguire 1985; Barro, 1990, 1995, 1996, 1997; Sachs and Warner 

1997). These studies have identified several factors, having empirical and 
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Bayesian backing, which impact economic growth of a country. Many researchers 

consider that the most promising approach to accounting for model uncertainty is 

to employ model averaging techniques. This approach allows constructing 

parameter estimates that formally address the dependence of model specific 

estimates on a given model. The studies relating to economic growth have used 

cross-sectional, time-series and panel data models for their analyses. This study 

has focused on panel/longitudinal (cross-sectional time-series) data to investigate 

the relationship. This study utilizes panel data for 126 countries over the time 

period of 5 years in order to determine the impact of fiscal policy, government 

consumption, inflation, trade openness, policy interest rate, industrial production, 

unemployment and public debt on the economic growth. 

Should cross-country growth evidence be discounted? Are there no growth 

determinants that are robust to variable selection? Carmen Fernandez, Eduardo 

Ley, and Mark F. Steel (2001b) and Xavier Sala-i-Martin, Gernot Doppelhofer, 

and Ronald I. Miller (2004) propose to answer these questions using Bayesian 

model averaging. 

Literature vastly contains evidence on the relationship between economic 

growth and the factors influencing it. Barro (1996b) identified various factors 

which enhance the real per capita GDP growth rate. These factors include low 

government consumption, low inflation and rule of law. Various other factors 

which influence growth are greater life expectancy level (indicator for health), 

higher schooling levels (indicator for human capital) and better trade terms. Drury, 

Krieckhaus and Lusztig (2006) found insignificant relationship between economic 

growth and population growth; and between economic growth and life 

expectancy. Barro (1996a) found significant effects of rule of law, openness, less 

government consumption and increased human capital; in growth determination. 

Literature vastly contains evidence on the relationship between economic 

growth and the factors influencing it. Barro (1996b) identified various factors 

which enhance the real per capita GDP growth rate. These factors include low 

government consumption, low inflation and rule of law. Various other factors 

which influence growth are greater life expectancy level (indicator for health), 

higher schooling levels (indicator for human capital) and better trade terms. Drury 

et al (2006) found insignificant relationship between economic growth and 

population growth; and between economic growth and life expectancy. Barro 

(1996a) found significant effects of rule of law, openness, less government 

consumption and increased human capital in growth determination. Kormendi and 

Meguire (1985) found a negative relation between inflation and growth rate but 

the explanatory power becomes insignificant when investment rate is also 

included, indicating inflation directly affects investment and may be less relevant 

in the capital growth. Cozier and Selody (1992) also estimated that the effect of 

inflation on income is negative for OECD. Barro (1995, 1996) has also obtained 

similar results for inflation, a negative long-run effect of inflation on growth.  

Dewan and Hussein (2001) used a sample of 41 middle-income developing 

countries to develop an empirical model for growth. The study also presents a 

wide-ranging examination of both theoretical and empirical evidence on the many 

ways macroeconomic policies affect growth. The results suggest that apart from 
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growth in the labour force, investment in both physical and human capital, as well 

as low inflation and open trade policies are necessary for economic growth. 

Furthermore, the ability to adopt technological changes in order to increase 

efficiency is also important. Since many developing countries have a large 

agricultural sector, adverse supply shocks in this sector was found to have a 

negative impact on growth. Yanikkaya (2003) notes that there are different 

measures of measuring trade openness that can be found in literature. Many 

researchers have used the simple measure of trade openness (exports plus 

imports divided by GDP), whereas others have used different other available 

measures. Using the simple measure, Harrison (1996) reports that researchers 

have found robust positive relationship between trades share in GDP and 

economic growth. Machi (2011) empirically test the determinants of economic 

growth in Nigeria using time series data ranging from 1970 to 2008 and adopting 

the Johansens method of co-integration-regression analysis. The findings showed 

that policies that encourage investments in physical capital, human capital, man 

power development, training, research and technological development would 

boost both short run and long term growth of the economy. Hence policy tools 

such as fiscal, monetary and income-price policies should be used by the 

government to achieve economic growth in Nigeria. Sabir and Tahir (2012) study 

the impact of different macroeconomic variables on the welfare of the poor in 

Pakistan, through annual time series data which spanned between 1981 and 

2010. Using multiple regression technique to detect the relation between 

macroeconomic variables and poverty, the findings revealed that GDP growth 

rate per capita income, major crops, minor crops and livestock had negative 

impact while inflation and population growth rate had positive impact on poverty 

and concluded that reduction in poverty in Pakistan is driven by changes in the 

macroeconomic variables.  

Zafar and Zahid (2013) examined the effects of some of the key 

macroeconomic variables on economic growth. Employing multiple regression 

framework and time series data over the period 1959-60 to 1996-97. The 

quantitative evidence shows that primary education is an important precondition 

for accelerating growth. Similarly, increasing the stock of physical capital and 

openness of the economy contribute to growth. The empirical results also 

suggested that budget deficit and external debt is negatively related to economic 

growth, suggesting that relying on domestic resources is the best alternative to 

finance growth and reinforce the importance of sensible long-run growth-oriented 

policies to obtain sustainable growth. The objective of this study is to identify the 

determinants of economic growth of selected countries using panel data 

regression approach. Also, to identify the variables that contribute to economic 

growth in the Developed, Developing, Least developed, Asian, Carribean, 

Tropical, Petroleum Exporting, Emerging market, European, American and 

Muslim countries (Abdulalh 2012). 

The rest of the paper is structured as follows: Section 2 explains the model 

specification. Section 3 shows the empirical analysis of the study. Section 4 

concludes the paper.  
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2.  The model 

Time series cross-sectional (panel) data of 126 countries has been used in 
the analysis. The annual time period ranges from 2010 to 2014. 

Consider a linear regression model with a constant term, and k potential 
explanatory variables 

𝑌𝑖𝑡 = (𝑋𝑗
𝑖𝑡) β + 𝑒𝑖𝑡 

i = 1, 2, 3… N; t = 1, 2, 3… T where, 

𝑌𝑖𝑡 = GDP per capital 

𝑋 𝑖𝑡  = the value of the jth explanatory variables for unit i at time t. There are k 
explanatory variables indexed by j = 1... k. The variables considered are 
Policy Interest Rate, Industrial Production, Trade Openness, Unemployment 
Rate, Exchange Rate, Public Debt, Fiscal Balance and Inflation rate. 

Real GDP growth, representing economic growth, is the dependent variable. 
Data for all the variables used were obtained from the World Bank World 
Development Indicators (WDI) database. GDP per capita stands for Gross 
Domestic Product (GDP) per capita (per person), and it is derived from a 
straightforward division of total GDP by the population. Per capita GDP is typically 
expressed in local current currency, local constant currency or a standard unit of 
currency in international markets, such as the U.S. dollar (USD). Initial real GDP 
for a particular year was also used as an independent variable. 

GDP per capita is an important indicator of economic performance and a 
useful unit to make cross-county comparisons of average living standards and 
economic wellbeing. However, GDP per capita is not a measure of personal 
income and using it for cross-country comparisons also has some known 
weaknesses. In particular, GDP per capita does not take into account income 
distribution in a country. In addition, cross-country comparisons based on the U.S. 
dollar can be distorted by exchange rate fluctuations and often do not reflect the 
purchasing power in the countries being compared. 

Industrial production measures the output of the industrial sector, which 
typically comprises mining, manufacturing, utilities and, in some cases, 
construction. The industrial production indicator is generally provided as an index 
in volume terms.  

Inflation refers to an overall increase in the Consumer Price Index (CPI), 
which is a weighted average of prices for different goods. The policy interest rate 
is an interest rate that the monetary authority (i.e. the central bank) sets in order 
to influence the evolution of the main monetary variables in the economy (e.g. 
consumer prices, exchange rate or credit expansion, among others).  

The policy interest rate is an interest rate that the monetary authority (i.e. the 
central bank) sets in order to influence the evolution of the main monetary 
variables in the economy (e.g. consumer prices, exchange rate or credit 
expansion, among others). 

Other factors that contribute to economic growth is Public debt, sometimes 
also referred to as government debt, represents the total outstanding debt (bonds 
and other securities) of a country’s central government. It is often expressed as a 
ratio of Gross Domestic Product (GDP).  
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Private consumption also referred to as personal consumption, consumer 
expenditure, or also referred to as personal consumption, consumer expenditure, 
or personal consumption expenditures (PCE), measures consumer spending on 
goods and services.  

Fiscal balance, sometimes also referred to as government budget balance, is 
calculated as the difference between a governments revenues (taxes and 
proceeds from asset sales) and its expenditures. It is often expressed as a ratio of 
Gross Domestic Product (GDP). If the balance is positive, the government has a 
surplus (it spends less than it receives). If the balance is negative, the 
government has a deficit (it spends more than it receives). Fiscal balance as a 
percentage of GDP is used as an instrument to measure a government’s ability to 
meet its financing needs and to ensure good management of public finances. 

The unemployment rate is defined as the percentage of unemployed workers 
in the total labour force. Workers are considered unemployed if they currently do 
not work, despite the fact that they are able and willing to do so. The total labour 
force consists of all employed and unemployed people within an economy. The 
unemployment rate provides insights into the economy’s spare capacity and 
unused resources. Unemployment tends to be cyclical and decreases when the 
economy expands as company’s contract more workers to meet growing demand. 
Unemployment usually increases as economic activity slows. 

3.  Analysis 

Panel data for 126 countries over the period of 2010– 2014 yielding a panel 
with N = 126 and T = 5. Clearly, our pool is cross-sectional dominant (N > T).  
Separate regressions were run for the complete sample and then for sub-samples 
consisting of developing, developed, least developed, petrol exporting, emerging, 
Caribbean, Asian, European, American region, African and Muslim countries; in 
order to get an insight into the relevant determinants of economic growth for these 
sub-samples. A panel regression analysis was used to run the separate 
regressions as it better used over ordinary least squares when the data is cross-
sectional and time dominant. 

Table I gives the descriptive statistics of the variables under consideration. It 
gives the minimum, 1st quartile, median, mean, 3rd quartile and the maximum 
values of each of the variables across the countries under consideration. 

Table 1. Summary Statistics 

Variables Minimum 
1st 

Quartile 
Median Mean 

3rd 
Quartile 

Maximum 

GDP per capital 306 3360 8062 18370 25810 125700 
Consumption 

rate -8.72663 0.05884 0.025030 0.90396 0.89000 35.8000 
Exchange rate 0.010 1.380 7.535 816.819 106.175 28050.00 
Fiscal balance -32.300 -4.475 -2.600 -2.318 -0.800 34.500 
Industrial 

production -15.264 0.01402 0.18078 0.96809 0.84002 58.59155 
Inflation rate -35.100 -1.900 3.400 3.777 8.500 62.200 
Public debt 0.10 25.25 38.40 47.22 60.65 212.00 
Unemployment 

rate 0.300 4.425 7.100 8.931 11.400 40.600 
 



74                                                    A. A. Adepoju, T. P. Ogundunmade: Economic growth… 

 

 

 

Figure 1. Density plot of the variables 

 

Figure 2. Density plot of the variables 
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Figures 1 and 2 show the density plot of the variables used in the analysis. 
Each of the variable was plotted to know the shape of the data. 

 

Table 2. Results for Economic Growth and its Determinants 

Variables (a) (b) (c) (d) (e) (f) 

Consumption rate 4.47e-05* 0.9693 0.99708 0.1425 0.006* 0.018* 

Exchange rate 0.57873 0.3002 0.3963 0.4468 0.4062 0.881 

Fiscal balance 7.93e-10* 1.58e-05* 0.0446* 0.002* 0.6648 0.359 

Industrial production 0.002* 0.9839 0.3731 0.7225 0.1833 0.441 

Inflation rate 0.1245 0.2458 0.5649 0.4967 0.0836 0.86 

Policy interest rate 0.1078 0.1681 0.5884 0.8617 0.0388* 0.831 

Public debt 0.4348 0.6643 0.7787 0.7357 0.4348 0.905 

Unemployment rate 0.6467 0.3272 0.593 0.3766 0.007* 0.248 

Trade openness 0.00256* 0.0277* 0.003* 0.9891 0.4453 0.268 

𝑅2 0.34 0.24 0.32 0.31 0.28 0.23 

 

Table 2. Results for Economic Growth and its Determinants (cont.) 

Variables (g) (h) (i) (j) (k) (l) (m) 

Consumption rate 5.9e-11* 0.00238* 0.95 0.0069* 0.9217 0.9356 0.9287 

Exchange rate 0.1923 0.6291 0.763 0.6353 0.668 0.3638 0.8676 

Fiscal balance 0.0005* 4.65e-07* 0.0446* 1.38e-05* 9.15e-10* 0.9314 4.28E-10* 

Industrial production 0.3835 0.01762* 0.304 0.3918 0.6701 0.413 0.6159 

Inflation rate 0.5779 0.89085 0.298 0.4441 0.4173 0.8191 0.7873 

Policy interest rate 0.7822 0.37666 0.164 0.3717 0.8164 0.4226 0.1559 

Public debt 0.4364 0.70152 0.179 0.593 0.9516 0.7786 0.4479 

Unemployment rate 0.8032 0.12014 0.16 0.2214 0.1549 0.342 0.5642 

Trade openness 0.0235* 0.08373 0.032* 0.3599 0.0007* 0.9026 0.0261* 

𝑅2 0.13 0.15 0.28 0.21 0.21 0.19 0.15 

(*) implies significance 

Table 2 above contains the significance value of economic variables. 
Columns (a) represents the analysis for the complete panel; Columns (b),(c),(d), 
(e) and (f),(g), (h),(i),(j), (k) and (l) shows analyses for developed countries, 
developing countries, least developed countries, African countries and American 
countries, Emerging market, European countries, Asian countries, Tropical 
countries, Petroleum countries, Caribbean countries and Muslim Countries 
respectively.  
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3.1.  Economic growth in the complete panel 

Table 2 (Column a) gives the results of the regression for the complete panel 

of 126 countries. The 𝑅2 statistic, 0.34 (34%), is not very strong. Low 𝑅2 values 
have also been reported by Drury (2006) and Abdullah (2012) for the similar 
analysis. Government consumption (significant), Fiscal balance (significant), 
industrial production (significant) and trade openness (significant) return positive 
coefficients except government consumption( significant); which indicates that all 
these variables have positive impact on economic growth. The significance of the 
fiscal balance, government consumption rate, openness, inflation and industrial 
production variables contribute to economic growth. 

An increase in the level of government consumption rate of a country, 
economic growth tends to be affected; complementing the results of Mauro 
(1995). Therefore, in order to boost a country’s economic growth, government 
consumption rate should be minimized. 

Government expenditure is also seen to impact the economic growth. Barro 
(1990) mentioned the dependence of long run growth on the structure of 
government expenditure. Barro (1997) mentioned that government consumption 
retards growth; our analysis also indicated that government consumption, affects 
growth. 

Openness is found to have a positive impact on a country’s economic growth. 
Harrison 

(1996) has also observed a similar positive relation between openness and 
growth. Open international market boost a country’s economic growth and open 
economies tend to grow more rapidly as compared to those whose trade have 
restrictions. 

Industrial production casts a positive effect on the economic growth; 
complementing the results of Kormendi and Meguire (1985), Cozier and Selody 
(1992) and Barro (1995, 1996). Fiscal balance also impacts economic growth 
indicating higher fiscal policy which boost economic growth; accepting the view of 
Matsuyama (1992). 

Generalizing the results, it can be concluded that decreased government 
consumption rate, increased openness, increased industrial production and a 
moderate trade openness will enhance the economic growth of a country. 

3.2.  Economic growth in developed countries 

The analysis of developed countries in Table 2 (Column b) shows that only 

fiscal balance and trade openness relate to the economic growth. The 𝑅2 statistic 
for the regression is 0.24 (24%). Fiscal balance yields a positive coefficient, as 
expected; whereas trade openness returns a positive coefficient. Drury, 
Krieckhaus and Lusztig (2006) found an insignificant relationship between trade 
openness and economic growth; however for our study of developed countries, 
the relationship is significant. In general, for developed countries, high fiscal 
policy trade openness enhance economic growth. 

3.3.  Economic growth in developing countries 

Similar method, to the one presented for the complete panel, is used to 
analyze the economic growth in the developing countries in Table 2 (Column c). 
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The 𝑅2 statistic for the regression is 0.32 (32%). Fiscal balance and trade 
openness give positive coefficients, as is the case in the complete panel. The only 
difference in the results for the complete panel and developing countries is that 
fiscal balance, although having a negative coefficient, is found to be significant. 

Generalizing the results for developing countries; we conclude that increased 
openness to trade and fiscal balance contribute significantly, towards the 
economic growth in a developing country. 

3.4.  Economic growth in least developed countries 

The analysis for least developed countries is presented in Table 2 (Column d) 

only fiscal balance returns significant. The 𝑅2 statistic for the regression is 0.31 
(31%). 

Most of the least developed countries are mostly dependent on the manpower 
for output. 

So, the positive relationship between fiscal balance and economic growth, as 
indicated by Barro (1996), shows that high fiscal balance can lead to higher 
economic growth. 

3.5.  Economic growth in African countries (East, West and Central African 
 Countries) 

The result for African countries (Table 2 Column e) show significant 
relationship between government consumption (negative), unemployment rate 

(negative), policy interest rate and economic growth. The 𝑅2 statistic for the 
regression is 0.28 (28%). This implies that unemployment rate has adverse effect 
on economic growth in African countries. 

In general, low unemployment rate and low government consumption rate will 
contribute to a higher economic growth in African countries. 

3.6.  Economic growth in American region countries (North, South and 
 Central American Countries) 

The analysis for the American region countries (Table 2 Column f) only 

returns negative government consumption. The 𝑅2 statistic for the regression is 
0.23 (23%). Hence, for American region countries, low government consumption 
will route towards a successful economic growth. 

3.7.  Economic growth in emerging markets/countries 

For emerging countries (Table 2 Column g); the analysis shows a positive 
coefficient for trade openness, government consumption rate and a positive 
coefficient for fiscal balance. The positive coefficient for fiscal balance is 
consistent with our findings for other regions. The positive coefficient for trade 
openness is also consistent with the findings of Barro (1996, 1997) and consistent 
with those of Aschauer (1990). Government may allocate resources to the 
effective and required sectors in order to boost up economic growth. The 𝑅2 
statistic for the regression is 0.13 (13%). So, in the case of emerging 
markets/countries; high fiscal policy and high trade openness lead to better 
economic growth. 
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3.8.  Economic growth in European countries 

Analysis for European countries (Table 2 Column h) shows that Government 

consumption rate, openness and industrial production significantly impact 

economic growth. The positive fiscal balance, positive coefficient for openness 

and a negative coefficient for government consumption are all aligned with the 

literature on economic growth. The 𝑅2 statistic for the regression is 0.15 (15%). 

Generalizing the results for European countries; reduced government 

consumption, increased openness and increase industrial production contribute to 

a sound economic growth. 

3.9.  Economic growth in Asian countries 

For Asian countries (Table 2 Column i); fiscal balance (positive coefficient) 

and openness (positive coefficient) give significant coefficients in the regression 

analysis. The 𝑅2 statistic for the regression is 0.28 (28%). The positive coefficient 

for openness and positive coefficient for fiscal balance are consistent with the 

theory on these coefficients; as mentioned in the above analyses. So, high fiscal 

balance and increased trade openness contribute to a high economic growth in 

Asian countries. 

3.10. Economic growth in Tropical countries 

For Tropical countries (Table 2 Column j), the regression analysis with PCSEs 

(Panel Corrected Standard Error) returns two significant variables. Fiscal balance 

(positive coefficient) and government consumption rate show significant result to 

economic growth. The positive coefficient shows high trading in this region and 

this leads to a higher economic growth in Tropical countries. The 𝑅2 statistic for 

the regression is 0.21 (21%). 

Generalizing the results for Tropical countries; high government consumption 

and high trade openness lead to high economic growth. 

3.11. Economic growth in petroleum exporting countries 

For petroleum exporting countries (Table 2 Column k), the regression analysis 

with PCSEs returns two significant variables. Fiscal balance (positive coefficient) 

and trade openness (positive coefficient) show significant result to economic 

growth. The positive coefficient for trade openness indicates that higher trade 

openness leads to a higher economic growth in petroleum exporting countries. 

The 𝑅2 statistic for the regression is 0.21 (21%). 

Generalizing the results for petroleum exporting countries; high fiscal policy 

and high trade openness lead to high economic growth. 

3.12. Economic growth in Caribbean countries 

For Caribbean countries (Table 2 Column l), no variable return significant. The 

𝑅2 statistic for the regression is 0.19 (19%). Generalizing the results for 

Caribbean countries, no variable contributes to economic growth. 
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3.13. Economic growth in Muslim countries 

Regression analysis for Muslim countries (Table 2 Column m) returns 
significant coefficients for trade openness (positive coefficient) fiscal balance 
(positive coefficient). 

The 𝑅2 statistics for the regression is 0.15(15%). Positive coefficient for trade 
openness indicates the need for a trade-free environment to prevail in the Muslim 
countries in order to attain a higher economic growth. Positive relationship of 
fiscal balance with economic growth shows that more fiscal measures will yield 
higher levels of economic growth. 

In general, for Muslim countries; high fiscal balance and high trade openness 
will bring higher economic growth. 

4.  Conclusion 

For a broad panel of 126 countries, this paper investigated the relationship 
between economic growth and various variables which have strong theoretical 
support of affecting economic growth of a country. Thirteen separate regression 
analyses were conducted to check the impact of the variables on economic 
growth in different regions, cultures and classifications of the world. 

Fiscal balance, throughout our analysis, returned positive coefficients; 
indicating that fiscal balance positively affects the economic growth of a country, 
irrespective of the location and status of the country. Unemployment rate only 
showed its significant coefficient for African countries, indicating the fact that 
unemployment rate will have better prospects of affecting economic growth in a 
country. Policy interest rate was also seen to positively impact the economic 
growth for least developed countries, showing its contribution in the country to 
boost up the economic output. Government consumption, fiscal balance, trade 
openness variables led to a mixed relationship with economic growth, positive for 
some of the regions whereas negative for other regions. Trade openness 
positively impacted economic growth for most of the regions, indicating that 
a country with open access to its trade is expected to have higher economic 
growth. Inflation, on the other hand, returned negative coefficients for most of our 
analyses. 

This study makes several contributions to the existing knowledge on 
economic growth. 

First, a very wide panel of 126 countries is used for the analysis. Second, 
separate regression analysis for developing countries, developed countries, least 
developed countries, petroleum exporting countries, emerging markets/countries, 
Caribbean countries, Asian countries, European countries, American region 
countries, African countries and Muslim countries were run. This gives an 
understanding of the relationship of economic growth and the variables under 
consideration for different regions and classifications of the world. Third, we have 
employed a variety of variables which had strong theoretical backing based on 
existing literature. Fourth, our results may help policy makers to focus on the 
specified areas that support the economic growth in a country or a region. 

The results of the study present important implications for policy makers. 
Economists and relevant policymakers can use the analysis to have an insight 
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into the economic growth factors prevailing in the whole world (referring to the 
complete sample) and the ones having vital influence for the sub-samples 
analysis (referring to the regional analysis). The empirical results of the study can 
be essential for the direction of policies towards relevant factors that play 
significant roles in the enhancement and the development of the economy. 

Future research should consider other relevant explanatory variables like 
labour force and investment (gross capital formation) and income inequality. Also, 
a causality analysis may be conducted for understanding the relationship between 
economic growth and its significant determinants. 
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APPENDIX 

Complete Panel of 126 Countries: 
(D, D* and LD represent countries used in the analysis as developed countries, 
developing countries and least developed countries) 
Albania(D*), Algeria(D*), Angola(LD), Argentina(D*), Armenia(D*), Australia(D), 
Austria(D), Azerbaijan(D*), Bahrain(D), Bangladesh(LD), Barbados(D*), 
Belarus(D*), Belgium(D), Belize(D*), Bolivia(D*), Bosnia and Herzegovina(D*), 
Botswana(D*), Brazil(D*), Brunei(D*), Bulgaria(D*), Cambodia(LD), 
Cameroon(D*), Canada(D), Chile(D*), China(D*), Colombia(D*), Costa Rica(D*), 
Cote d'Ivoire(D*), Croatia(D*), Cyprus(D), Czech Republic(D), Democratic 
Republic of Congo(D*), Denmark(D), Dominican Republic(D*), Ecuador(D*), 
Egypt(D*), El Salvador(D*), Estonia(D), Ethiopia(LD), Finland(D), 
France(D),Georgia(D*), Germany(D), Ghana(D*), Greece(D), Grenada(D*), 
Guatemala(D*), Guinea(LD), Haiti(LD), Honduras(D*),  Hungary(D*), Iceland(D), 
India(D*), Indonesia(D*), Iran(D*), Iraq(D*), Ireland(D), Israel(D), Italy(D), 
Jamaica(D*), Japan(D), Jordan(D*), Kazakhstan(D*), Kenya(D*), Kosovo(D*), 
Kuwait(D), Kyrgyzstan(D*), Latvia(D*), Lebanon(D*), Lesotho(LD), Liberia(LD), 
Libya(D*), Lithuania(D*), Luxembourg(D),  Macedonia(D*), Malaysia(D*), 
Mali(LD), Malta(D), Mexico(D*), Moldova(D*), Mongolia(D*), Montenegro(D*), 
Morocco(D*), Mozambique(LD), Netherlands(D), New Zealand(D), Nicaragua(D*), 
Niger(LD), Nigeria(D*), Norway(D), Oman(D*), Pakistan(D*), Panama(D*), 
Paraguay(D*), Peru(D*), Poland(D*), Portugal(D), Puerto Rico(D), Qatar(D), 
Russia(D*),  Saudi Arabia(D*), Serbia(D*), Singapore(D), Slovakia(D), 
Slovenia(D), South Africa(D*), South Korea(D), Spain(D), Sri Lanka(D*), 
Swaziland(D*), Sweden(D), Switzerland(D),  Tajikistan(D*), Tanzania(LD), 
Thailand(D*),Togo(LD), Trinidad and Tobago(D*), Tunisia(D*), Turkey(D*), 
Turkmenistan(D*), Uganda(LD), Ukraine(D*), United Arab Emirates, United 
Kingdom(D), United States(D), Uruguay(D*), Uzbekistan(D*),  Venezuela(D*), 
Vietnam(D*), Yemen(LD), Zambia(LD). 
 
List of Petroleum Exporting Countries: 
Algeria, Angola, Australia, Bahrain, Brunei, Canada, China, Colombia, Gabon, 
Indonesia, Iran, Iraq, Kuwait, Malaysia, Mexico, Nigeria, Oman, Qatar, Russia, 
Saudi Arabia, Trinidad and Tobago, United Arab Emirates, Venezuela, Yemen. 
 
List of Emerging Market / Countries: 
Brazil, Chile, China, Colombia, Czech Republic, Egypt, Hungary, India, Indonesia, 
Korea, Malaysia, Mexico, Morocco, Peru, Philippines, Poland, Russia, South 
Africa, Taiwan, Thailand, Turkey. 
 
List of Caribbean Countries: 
Belize, Dominican Republic, Haiti, Jamaica, Puerto Rico, Trinidad and Tobago. 
 
List of Asian Countries: 
Armenia, Azerbaijan, Bahrain, Bangladesh, Brunei, Cambodia, China, India, 
Indonesia, Iran, Iraq, Israel, Japan, Jordon, Kazakhstan, Kuwait, Kyrgyzstan, 
Lebanon, Malaysia, Mongolia, Nepal, Oman, Pakistan, Philippines, Qatar, Russia, 
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Saudi Arabia, Singapore, Sri Lanka, Tajikistan, Thailand, Turkey, Turkmenistan, 
United Arab Emirates, Uzbekistan, Vietnam, Yemen. 
 
List of European Countries: 
Albania, Austria, Belarus, Belgium, Bosnia and Herzegovina, Bulgaria, Croatia, 
Cyprus, Czech Republic, Denmark, Estonia, Finland, France, Georgia, Germany, 
Greece, Hungary, Iceland, Ireland, Italy, Latvia, Lithuania, Luxembourg, 
Macedonia, Malta, Moldova, Montenegro, Netherlands, Norway, Poland, Portugal, 
Romania, Russia, Serbia, Slovakia, Slovenia, Spain, Sweden, Switzerland, 
Turkey, Ukraine, United Kingdom. 
 
List of American Region Countries: 
Argentina, Barbados, Belize, Bolivia, Brazil, Canada, Chile, Colombia, Costa 
Rica, Dominican Republic, Ecuador, El Salvador,  Guatemala, Haiti, Honduras, 
Jamaica, Mexico, Nicaragua, Panama, Paraguay, Peru, Puerto Rico, Trinidad and 
Tobago, United States, Uruguay, Venezuela. 
 
List of African Countries: 
Algeria, Angola, Cameroon, Cote d'Ivoire, Ethiopia, Ghana, Kenya, Madagascar, 
Mauritania, Mozambique, Nigeria, Rwanda, Tanzania, Togo, Uganda, Zambia, 
Zimbabwe. 
 
List of Muslim Countries: 
Albania, Algeria, Bahrain, Bangladesh, Cote d’Ivoire, Egypt, Ethiopia, Gambia, 
Indonesia, Iran, Iraq, Kuwait, Lebanon, Libya, Malaysia, Morocco, Niger, Nigeria, 
Oman, Pakistan, Qatar, Saudi Arabia, Tanzania, Tunisia, Turkey, United Arab 
Emirates, Yemen. 
 
List of Tropical Countries: 
Angola, Belize, Bolivia, Botswana, Brazil, Brunei,  Burundi, Cameroon, Colombia, 
Cote d’Ivoire, Ecuador, El Salvador, Ethiopia, Gabon, Gambia, Ghana, Grenada, 
Guatemala, Guyana, Haiti, Honduras, India, Indonesia, Jamaica, Kenya, Kiribati, 
Liberia, Macau, Madagascar, Malawi, Malaysia, Mali, Mexico, Mozambique, 
Nicaragua, Niger, Nigeria, Oman, Panama, Papua New Guinea, Peru, Puerto 
Rico, Singapore, Sri Lanka,  Tanzania, Thailand, Trinidad and Tobago, Uganda, 
Venezuela, Vietnam, Yemen, Zambia, Algeria, Australia, Bangladesh, Chile, 
China, Egypt, Paraguay, Saudi Arabia, United Arab Emirates. 
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APPLICATION OF THE STRATEGY COMBINING 
MONETARY UNIT SAMPLING AND THE HORVITZ–
THOMPSON ESTIMATOR OF ERROR AMOUNT IN 
AUDITING – RESULTS OF A SIMULATION STUDY 

Bartłomiej Janusz1 

ABSTRACT 

Auditors need information on the performance of different statistical methods when 
applied to audit populations. The aim of the study was to examine the reliability 
and efficiency of a strategy combining systematic Monetary Unit Sampling and 
confidence intervals for the total error based on the Horvitz-Thompson estimator 
with normality assumption. This strategy is a possible alternative for testing audit 
populations with high error rates. Using real and simulated data sets, for the 
majority of populations, the interval coverage rate was lower than the assumed 
confidence level. In most cases confidence intervals were too wide to be of 
practical use to auditors. Confidence intervals tended to become wider as the 
observed error rate increased. Tests disclosed the distribution of the Horvitz-
Thompson estimator was not normal. A detailed analysis of the distributions of the 
error amount in the examined real audit populations is also given. 

Key words: audit sampling, Monetary Unit Sampling, Horvitz-Thompson 

estimator, error distribution. 

1.  Introduction 

Audit tests are often based on samples. Auditors can use statistical sampling 

methods in order to estimate or test hypotheses about the error or the correct 

(audit) value. In practice, when using statistical sampling, auditors usually 

estimate confidence intervals for the total error amount or the total audit value of 

the tested account. This practice allows one to control inference precision as well 

as sampling risk. Moreover, by comparing confidence bounds with tolerable error 

or category’s value auditors can test hypothesis about the error amount or the 

correct value of a category. 

Systematic Monetary Unit Sampling (MUS) scheme combined with confidence 

intervals based on the Horvitz-Thompson point estimator of the total error and an 

assumption of the estimator’s asymptotic normality is one of the sampling 

strategies proposed in the audit literature (Statistical Models and Analysis 
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in Auditing, 1989). We will refer to this strategy as MUS HT strategy. In the 

literature MUS scheme with the Horvitz-Thompson estimator is often called MUS 

with the mean-per-unit estimator. Auditors select items with probabilities 

proportional to their book amount mainly because it is assumed that the risk of big 

error is higher for line items with a higher book value than for line items with 

smaller values (Arens and Loebbecke, 1981). Systematic sampling is used 

because of its simplicity and low sampling costs. Confidence intervals based on 

the Horvitz-Thompson estimator may be applied especially to audit populations 

characterized by non-trivial error rate, in the case of which other popular audit 

sampling strategies based on attribute methods do not yield useful outcomes. 

However, the performance of intervals based on the Horvitz-Thompson statistic 

for populations with low error rates, which dominate in audit practice, is 

questionable (Statistical Models and Analysis in Auditing, 1989). Another problem 

is the convergence to normality of the distribution of the Horvitz-Thompson 

estimator when systematic MUS is used. 

The aim of the conducted simulation study was to verify reliability and 

effectiveness of the MUS HT strategy. The simulation was based on real data 

sets containing annual inventory results. The error rate in analysed sets was 

higher than for usual audit populations described in the literature. In the case of 

such populations, the examined sampling strategy should perform better than 

other popular audit sampling strategies, for example strategies based on attribute 

sampling. Additionally, we analysed the performance of MUS HT for generated 

populations with low error rates. Reliability was measured by comparing actual 

confidence levels to nominal confidence levels. Effectiveness was evaluated by 

comparing intervals’ length to the population total book amount. We conducted 

our study for samples of size 50 and 100. For these sample sizes we examined 

normality of point estimator distribution. 

The results of the simulation conducted on real audit data may be useful for 

audit practitioners as well as those who are occupied with applications of 

statistical methods in auditing. It can contribute to the identification when the 

strategy can yield positive outcomes and when it should not be used. 

We also give an analysis of the distributions of the error amount in the 

examined populations. The majority of such analysis described in the literature is 

based on audit samples due to unavailability of accounting data. As our data sets 

come from a full study the results may also help auditors in better understanding 

the error amount distributions in accounting populations. 

2.  Error distribution in audit populations 

The efficiency and reliability of the applied sampling strategy can be strongly 

influenced by characteristics of audited populations, especially by the distribution 

of errors. Arens and Loebbecke (1981) indicate that typical distribution of an 

absolute error value is characterized by high rate of error free (error value equal 

to 0) elements. Due to high rate of error free elements it is often assumed in the 

literature (for example (Statistical Models and Analysis in Auditing (1989))) that 

the error amount distribution can be modelled as a nonstandard mixture of the 
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distributions. The error amount for ith element is treated as random variable of the 

following type: 
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iii YXD  , 

Xi – the book amount for ith element – random variable, 

Yi – the audit amount for ith element – random variable, 

D’i – random variable different than zero and representing error value, 
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1/0  – error rate in the population, 

d0/1i – dummy variable equal to 1 in the case ith element contains an error, and 0 
 in the case ith element is error free, 

N – population size (line items). 

Johnson, Leith, and Neter (1981) studied distribution of errors for accounts 
receivable and inventories of companies in the United States of America. The 
authors analysed audit files for 55 companies in the case of accounts receivable 
and 26 companies in the case of inventories. Their results show high variability of 
the error rate. Furthermore, the error rate increases with an increase in category 
value and with an increase in mean value of line items, which is contrary to the 
general auditors’ beliefs that line items with high book amount are precisely 
verified and thus error probability should be lower. The median of error rate in 
their study equalled 0.024 for accounts receivable and 0.154 for inventories. 

For accounts receivable overstatements (errors for which book value is higher 
than correct value) dominated significantly. In the case of inventories the number 
of overstatements and understatements (errors for which book value is lower than 
correct value) was similar. 

Distribution of the error amount in the examined populations differed from 
normal distribution. High concentration around mean was observed by the 
authors. Moreover, the distributions were positively skewed and a big number of 
high value overstatements (exceeding value: mean + 3 x standard deviation) was 
observed. 

A similar study was carried out by Ham, Losell, and Smielauskas (1985) who 
examined accounts receivable, inventories, accounts payable, sales and 
purchases. The data used by authors came from the audit files of 5 annual audits 
for each of 20 companies selected by an audit firm. The median error rate for 
different categories varied from 0.011 to 0.188 and in the case of inventories it 
equalled 0.041.  

The authors showed that for accounts receivable and sales overstatements 
prevailed. Understatements dominated for accounts payable and purchases. In 
the case of inventories the number of overstatements and understatements was 
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similar. For the majority of cases the error amount distribution was not normal for 
accounts receivable, accounts payable and inventories. 

Allen and Elder (2005) analysed 435 sampling applications collected from 
inventory and accounts receivable during 1994 and 1999. Authors found that in 
49% of sampling applications from year 1994 and 46% from year 1999 auditors 
detected errors. 

Durney, Elder, and Glover (2014) indicate that introduction of Sarbanes-Oxley 
Act in 2002 caused a decrease in error rates and error magnitudes in accounting 
data in the United States of America. Authors analysed data set of 160 audit 
sampling applications from audits conducted by a large auditing firm after SOX 
implementation. The mean misstatement rate (the sum of absolute values of 
difference between audit and the book amount for line items tested by auditors 
divided by the sum of the book amount for line items tested by auditors) across all 
sampling applications in their study was 0.002. In the case of 0.581 examined 
sampling applications misstatement rate was 0. 

The presented representative results regarding the error distributions indicate 
potential problems with interval estimation mainly due to non-normality and rare 
error occurrence. Further on we present the results of our simulation study on 
interval estimation efficiency and reliability. The examination was based on 
annual inventory results conducted in the plants of international corporation as 
well as additional sets generated from real populations, characterized by lower 
frequency of errors. 

3.  Description of populations being basis for the simulation study 

The basis for the examination were sets containing annual inventory results 
conducted in the 13 warehouses of 6 manufacturing plants of an international 
corporation. Our populations are not based on results of sample tests but come 
from a full study of all inventory items in a particular warehouse. The origin of 
populations is the reason for special character of errors – they were caused only 
by incorrect registration of stock quantity. The errors were detected by employees 
of a plant who conducted stock counting and were corrected before conducting 
audit procedures by auditors. 

Stock taking results were in form of files and consisted of records that for 
each stock item (for example a specific type of springs or specific type of pipes) – 
line item – contained the following data: stock item description, warehouse, 
manufacturing plant, quantity according to inventory results, inventory correction, 
unit cost. For the purpose of the study we made an assumption that the quantities 
registered after stock taking were correct. We gave a denomination for each 
population according to the following convention: “plant_type of warehouse”. 
Plants were numbered from 1 to 6. The type of warehouse was coded using the 
following capital letters: M – warehouse of materials, PT – warehouse of work in 
progress, PG – finished goods, Z – all warehouses in a plant. 

Distributions of the book amount are similar for all the examined populations. 
They are highly skewed right and contain outliers – a small number of stock items 
of a very big book amount. Observations of zero value occur – these are stock 
items for which quantity registered before inventory equalled zero but during stock 
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taking they were identified in a warehouse. Moreover, distributions are strongly 
concentrated around values smaller than the mean book amount for stock items. 

In the case of the examined warehouses the percentage of stock items 
containing errors varied from 0.428 to even 0.980 and were very high compared 
to the studies described in the literature. The conducted analysis did not reveal 
any relationship between the error rate and either plant or warehouse type. The 
error rate in the studied populations did not depend on warehouse book amount. 
No relationship between the book amount of the stock item and the error rate was 
observed. 

In Table 1 we present characteristics of the error distribution in the studied 
populations. 

Table 1. Characteristics of error distribution in studied populations. 

Popula
tion 

Number 
of stock 

items 

Error 
rate 

Mean error 
(euro) 

Total error 
amount 
(euro) 

Coefficient 
of variation 

Moment 
coefficient 

of skewness 

total error 
amount / 

total book 
amount 

1_M 2 370 0.931 12.54 29 713.44 4.81 -4.43 0.0103 

1_PG 462 0.755 234.33 108 258.69 271.32 3.27 0.1274 

1_Z 2 934 0.890 6.07 17 795.75 122.21 -7.44 0.0041 

2_M 256 0.946 0.10 26.36 12.53 1.58 0.0000 

2_PT 360 0.975 1.29 463.11 13.62 14.88 0.0003 

2_Z 648 0.935 0.74 479.25 9.60 19.73 0.0001 

3_PT 518 0.894 0.97 499.76 13.94 20.93 0.0003 

4_PT 747 0.980 1 606.75 1 200 244.55 7.57 4.63 0.1228 

5_M 501 0.603 -531.83 -266 448.65 -213.06 -6.22 -0.0240 

5_PT 410 0.751 181.00 74 209.13 -15.76 2.87 0.0286 

5_Z 2 615 0.428 -16.49 -43 129.91 15.70 -13.34 -0.0029 

6_PT 430 0.837 16.19 6 962.08 58.21 -2.35 0.0050 

6_Z 925 0.533 34.26 31 686.49 169.66 -2.54 0.0035 

 
In the case of 11 populations the total error was positive and only in 2 cases it 

was negative. The number of overstatements exceeded the number of 
understatements for all the analysed sets. The rate of overstated line items 
among all items in the error ranged from 0.571 to 0.722. High coefficient of 
variation together with big differences between the minimum and maximum value 
of errors indicate high variability of the error amount.  

In accordance with audit methodology, auditors are interested in material 
errors, i.e. errors that can influence the economic decisions taken on the basis of 
the financial statements. The materiality level, in a simplified way, can be 
established as a percentage, ranging usually from 0.5% to 2%, of the category’s 
book amount. For all populations we calculated a ratio of the total error amount 
divided by the total book amount. The absolute value of this ratio in 6 cases 
exceeded 0.005 and in 4 cases exceeded 0.02. It means that only in the case of 4 
populations the error would be material if auditors established the materiality level 
in a way described above and 2% multiplying factor was used. If auditors used 
0.5% multiplying factor 6 populations would be assumed significantly in an error. 
Only for 2 out of 13 sets the absolute value of the total error divided by the total 
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book amount ratio was higher than 5%. In the case of 4 populations the total error 
was lower than 500 euro while the book amount exceeded 1.5 million euro. 

The conducted analysis did not reveal any significant relationship 
between the error amount and the book amount of the stock item. 

Figures 1 and 2 present typical distributions of the error amount for the 
examined populations. For better presentation the outliers – stock items with a 
very big or a very small error amount were not included in the figures. 

The distribution of the error amount was strongly concentrated around zero. 
The number of errors decreased with increasing absolute error amount. This 
property is typical for all the examined populations. In the case of sets for which 
the error rates were lower (for example warehouse 5_Z) the observed distribution 
of the error amount can be described as nonstandard mixture of the distributions 
given by Eq. (1). An example of such a distribution may be seen in Figure 1. 
Concentration of the error amount around zero caused low values of mean and 
median of the error amount. At the same time outliers – stock items with a very 
big absolute error amount – caused high level of variability of error value 
measured by standard deviation. Due to low mean values, strong concentration 
around zero and high values of standard deviations, 87% to 99% of observations 
laid in the interval: mean +/- standard deviation. In the case of 7 populations the 
error distribution was positively skewed and in the case of 6 populations it was 
negatively skewed. The absolute value of moment coefficient of skewness was 
high for all populations. 

 

 

Figure 1.  Exemplary distribution of error amount (D) – population 5_Z  
(outliers* excluded). 

*  Outliers include 154 items containing errors ranging from - 110 980.64 euro to  
 - 400.14 euro and 194 items containing errors ranging from 406.40 euro to 34 957.03 euro. 



STATISTICS IN TRANSITION new series, June 2019 

 

91 

 

Figure 2.  Exemplary distribution of error amount (D) – population 4_PT  
(outliers* excluded). 

*  Outliers include 20 items containing errors ranging from - 43 121.09 euro to  
 - 15 321.31 euro and 38 items containing errors ranging from 15 119.99 euro to 
 127 057.86 euro. 

 
The error rates for all the examined populations were much higher than the 

error rates identified in other studies on the distribution of errors in accounting 
populations. In order to test the performance of the sampling strategy for 
populations with low error rates we generated additional data sets based on 
selected original populations.  

In order to choose populations for creating new data sets we determined the 
selection criteria taking into account to what extent these criteria allocate the 
original sets into homogenous, representative groups and what impact they may 
have on estimation results. We determined five selection criteria: 

 variability of the book amount measured with coefficient of variation, 

 negative or positive sign of the total error value, 

 variability of the error amount measured with coefficient of variation, 

 materiality of the total error, 

 distribution characteristics of taints (stock item’s error amount divided by its 
book amount). 

Using these criteria we chose four populations as the basis for generating 
additional sets: 1_PG, 3_PT, 5_PT, 5_Z. 
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On the Basing on results described in the literature we selected three different 
target error rates: 0.02; 0.07; and 0.15. For each chosen original population we 
created three sets with different target rates. 

For generating purposes we assumed that during stock taking all errors were 
identified and thus after making the adjustments all data is correct. We generated 
additional populations in such a way as if stock counting was not fully effective, 
that means, for randomly selected line items in error no adjustments resulting 
from stock count were made. Stock items for which errors were not corrected 
were chosen in such a way that for each erroneous item a number from 0 to 1 
was randomly drawn with equal probability. If the number was smaller or equal to 
the value of quotient of target and the original (value in real set) error rate, the 
adjustment was not made and an error equal to the original error amount was 
assigned to line item. The original book value and the audit value were assigned 
to line item. If the randomly drawn number was higher than the value of quotient 
of target and the original (value in real set) error rate, the error was corrected and 
the line item’s book value in generated set equalled audit value in the original 
population. 

In such a way we generated 12 additional populations. For each population 
we used the following notation convention: base population and numbers 2, 7, or 
15 depending on the target error rate. For example 1_PG_2 stands for the 
population generated from set 1_PG with the assumed target error rate equal to 
0.02. 

In the case of additional populations generated based on set 5_Z, for which 
the total error amount was negative, total book value was higher than in the case 
of the original population. For all other generated sets the total book amount 
decreased comparing to the original populations. Variability of the book amount in 
generated populations was similar to variability in base sets. For all populations 
the distribution of the book amount was highly skewed right. No relationship 
between the book amount of the stock item and the error rate was observed for 
new populations. 

Due to random selection of stock items remaining in the error, the real error 
rates in the generated populations differed from the target rates. We present the 
error rates and characteristics of the error amount in Table 2. 

Table 2. Characteristics of error in generated populations. 

Population 
Number 
of stock 

items 

Error 
rate 

Mean 
error 
(euro) 

Total error 
amount 
(euro) 

Coeffici
ent 

of varia
tion 

Moment 
coefficient 

of skewness 

total error 
amount / 

total book 
amount 

1_PG_2 462 0.024 6.18 2 853.26 28.32 18.90 0.0038 
1_PG_7 462 0.065 15.32 7 077.14 38.43 14.00 0.0095 
1_PG_15 462 0.147 54.63 25 237.29 32.07 11.64 0.0329 
3_PT_2 518 0.017 0.00 0.82 31.32 8.32 0.0000 
3_PT_7 518 0.077 0.02 11.04 12.93 6.35 0.0000 
3_PT_15 518 0.160 0.57 295.32 21.99 22.41 0.0002 
5_PT_2 410 0.012 1.56 639.23 -714.10 18.59 0.0003 
5_PT_7 410 0.071 59.77 24 504.89 11.96 8.43 0.0096 
5_PT_15 410 0.180 169.71 69 581.19 8.26 15.31 0.0269 
5_Z_2 2 615 0.022 14.34 37 486.48 23.08 27.92 0.0025 
5_Z_7 2 615 0.065 -1.46 -3 830.84 345.56 -20.77 -0.0003 
5_Z_15 2 615 0.137 3.81 9 972.03 11.24 -10.52 0.0007 
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The absolute total error for the majority of new populations decreased 
significantly in comparison with the base sets. For populations 5_Z_2 and 5_Z_15 
the total error was positive in contrary to the original set 5_Z for which it was 
negative. The only population with the negative total error was 5_Z_7. Despite a 
significant decrease in the total errors, in the case of 4 generated sets the 
absolute value of the ratio: the total error divided by the total book amount was 
higher than 0.005 and for 2 of them it was higher than 0.02. Lower total errors 
caused lower mean errors and higher coefficient of variation. No significant 
relationship between the error amount and the book amount of the stock item was 
observed. 

Due to applied generation method, the distribution of the error amount in 
additional populations can be described as nonstandard mixture of the 
distributions given by Eq (1). In Figure 3 we present a typical distribution of the 
error amount for the generated populations. For better presentation outliers were 
excluded. 

 

 

Figure 3.  Exemplary distribution of error amount (D) – population 5_ Z_7 
 (outliers* excluded). 

*  Outliers include 22 items containing errors ranging from -41 257.73 euro to -485.64 euro 
and 36 items containing errors ranging from 406.40 euro to  15 031.86 euro. 

 
In addition to a very high number of error free stock items, relatively numerous 

elements with low error amount occurred. The majority of these errors were 
overstatements. In the case of 10 populations the number of overstatements was 
higher than the number of understatements. For the majority of the generated 
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sets the distribution of the error amount was highly positively skewed. For two 
populations the distribution of the error amount was highly skewed left. 

4.  Description of the simulation study 

The subject of the simulation study was the efficiency and reliability of MUS 
HT strategy. It is believed that this strategy may work well when the error rate in 
the audited population is high as it is in the case of our data sets. The actual 
confidence levels compared to the nominal confidence levels as well as the 
average length of confidence intervals compared to population the total book 
amount were used as the main evaluation criteria. Auditors use the total book 
amount to determine the materiality levels and thus it is useful to compare 
interval’s length with the total book amount for judging estimation efficiency. We 
calculated the actual confidence levels as a ratio of the number of intervals that 
contained the total error divided by the number of all estimated intervals. 

We conducted the study for samples of size 50 and 100. For each sample 
size 1,000 samples, from each population (original and additionally generated), 
were drawn. For each sample confidence interval was calculated.  

When conducting substantive testing, that is testing the accuracy of the 
registration of transactions in book of accounts and correctness of book balances 
of accounts, auditors usually know book values of line items that make up the 
account, population of transactions. It allows one to apply such random sampling 
designs that elements are selected with probabilities proportional to their book 
amount. 

This way of selecting a sample is very useful to auditors because line items 
with bigger values have bigger probabilities of being selected. Auditors want to 
test such elements for two reasons. First of all, one of the evaluation criteria of 
audit works is the ratio of the value of the tested elements to the value of all 
elements. The higher the value of this ratio, the more complete and accurate the 
audit is concerned to be. 

Furthermore, it is assumed, that the risk of a big error is higher for line items 
with the higher value than for line items with the small value (Arens and 
Loebbecke (1981)). Even if this relationship does not hold it was showed (for 
example Jonhson, Leitch, and Neter (1981) and Neter, Jonhson, and Leitch 
(1985)) that in the case of audit populations the variability of the error value 
measured by standard deviation increases for line items with bigger book values. 
It seems to justify the concentration of works on elements with big book values. 

A review of different sampling designs in the case of which first-order 
inclusion probabilities are proportional or approximately proportional to the book 
amount can be found in (Tillé (2006), Wywiał (2016)). Because of simplicity and 
low selection costs auditors often use a systematic sampling scheme, without 
replacement, proposed by Madow (Sarndal, Swensson, and Wretman (1992)), 
(Arens and Loebbecke (1981)). We will refer to this sampling scheme described 
below as systematic MUS (Monetary Unit Sampling). Let population elements be 
listed in a random order, 

Tx0=0, 

Txi=Tx(i-1)+xi, 
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where: 

xi – the book amount of the ith line item, we assume that xi>0 for each i=1,...,N; 

Txi – the sum of the book amount of line items numbered from 1 to i; 

N – the number of elements in a population (line items). 

Let the sample size be equal n line items, then sampling interval a equals: 
a=Tx/n, where Tx = TxN – population the total book amount. Number b is drawn 
with equal probability from the interval (0,a). Sample s consists of the following 
line items: 

s = {i: Tx(i-1) < b + (k – 1)a <= Txi for k = 1,...,n}.     (2) 

If for each i=1,...,N xi< Tx/n=a, then we obtain a sample scheme without 
replacement. Because N is usually significantly bigger than n, and elements with 
big book values are usually tested separately with probability equal to 1, the 
condition xi< Tx/n is assumed to be easily fulfilled in the case of audit populations. 

For systematic MUS the sampling interval does not have to be an integer. 
That is why the number of elements in a sample is fixed and equals n. First-order 
inclusion probability for the ith element equals (Wolter (1985)): 
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 .           (3) 

One can see that the second-order inclusion probabilities depend not only on 
the book value of elements but also on their order in the population. One of the 
ways to solve this problem is to replace exact values of second-order inclusion 
probabilities with their approximations. Wolter (1985) proposes, after Hartley and 
Rao (1962), the following approximation of second-order inclusion probabilities: 
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The approximation is correct to order O(N-3), if the following two conditions 
hold: 
(i) elements are listed in random order; (ii) πi is order O(N-1), (Wolter (1985)). 

The (ii) condition holds as  
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where: 

xmin = min(xi, for k = 1,...,n) - minimum book amount over all population 
elements, 

xmax = max(xi, for k = 1,...,n) - maximum book amount over all population 
elements. 

In audit practice, unless contrary evidence exists, the natural order of the 
population is accepted as one possible random ordering. We assumed that the 
auditor would not randomize the analysed populations before sampling as there is 
no evidence that a relationship between the population original order and the 
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error amount exists. Thus, the sets were not randomized before the sample 
selection. Such an approach may significantly reduce the sampling space. 
Sampling distribution for systematic selection without randomization differs from 
distributions used for evaluation purposes, which may lead to differences between 
actual and the assumed confidence level (Hoogduin, Hall, Tsay, Pierce (2015)). 

We used the following confidence interval based on an assumption of 
asymptotic normality of point estimator proposed by Horvitz and 
Thompson (1952): 

     dddd tvuttvut 2/1
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of variance of tdπ,                  (8) 

uα/2 – number for which: Φ(uα/2) = 1 – α/2, 

Φ – cumulative distribution function of standardized normal distribution N(0,1). 

The estimator given by Eq. (8) was obtained by Wolter (1985) from the well-
known estimator of variance of the Horvitz-Thompson total value estimator due to 
Yates and Grundy (1953): 
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by replacing πij with their approximations given by Eq. (4). Tillé (2006) proposes 
several variance estimators requiring knowledge of only first inclusion 
probabilities. These variance estimators are constructed on the basis of variance 
approximations. 

The study conducted by Christensen, Elder, and Glover (2015) revealed that 
the confidence level required in the case of substantive tests ranges from 30% to 
96%. For all firms the high end of confidence range was consistently at or near 
95%. In order to check how the examined strategy performs in the most 
demanding situation, we applied 95% nominal confidence level for all confidence 
intervals computed in the simulation study. 

In the case of systematic MUS the scheme elements with 0 book amount 
have zero inclusion probability and are excluded from sampling population. 
Furthermore, as mentioned above, elements with “very big book amount”, which 

means elements for which nTx xi /  are rejected from the sampled population 
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and usually form a stratum which is being subject to full testing. Rejection of 
elements with “very big book amount” causes a decrease in the total book amount 
Tx of sampled population and thus further elements may not fulfil the “new” 
condition xi < Tx / n and must be rejected from sampled population. It did not allow 
to apply systematic MUS in the case of the following 14 populations: 

 sample size 50 – 2_PT 

 sample size 100 – 1_PG, 1_PG_2, 1_PG_7, 1_PG_15, 2M, 2_PT, 2_Z, 5_M, 
5_PT, 5_PT_2, 5_PT_7, 5_PT_15, 6_PT. 

The subject of estimation in the simulation study was the total error amount of 
the “modified” populations obtained after excluding elements with 0 book amount 
and elements with “very big book amount”.  

When selecting samples from populations with low error rates it is possible 
that for some samples no error occurs. For such samples the length of interval 
given by Eq (6) equals zero. It is perceived by auditors as a serious drawback of 
the analysed strategy. For all populations and sample sizes the rate of intervals 
with zero length was calculated. We took into consideration such intervals while 
computing coverage percentage and excluded them for calculation of mean 
length of confidence interval. 

5.  Simulation study results 

In Table 3 we present the true level of confidence, mean length of confidence 
interval, mean distance between point estimator and the total error value and the 
rate of zero length intervals (corresponding to the rate of error free samples) for 
the sample size 50. 

For 10 out of 24 populations coverage percentage was higher than the 
nominal value (95%). For 1 population (1_PG_7) coverage percentage equalled 
1. The lowest coverage ratio amounted to 0.035 in the case of population 
3_PT_15. 

Only for 6 populations the mean length of confidence interval was lower than 
0.005 of the book amount. In the case of 6 sets the mean length of interval was 
higher than the population book amount. Such wide confidence intervals are in 
practice useless for auditors.  

The value of the mean distance between the point estimator and the total 
error value divided by the population book amount only in the case of 8 sets was 
lower than 0.02, among these, in the case of 6 sets it was lower than 0.005. For 7 
populations the value of this quotient exceeded 0.1. In the case of all the 
examined sets the value of the mean distance between the point estimator and 
the total error value was lower than the mean length of the confidence interval. 

In the case of 8 populations zero length intervals occurred, which means that 
samples with no errors were present. All cases related to the generated 
populations with lower error rates. The highest percentage of such intervals – 
0.769 – occurred for set 1_PG_2. No zero length intervals occurred for 
populations with the non-trivial error rate. 

 
 



98                                                                                   B. Janusz: Application of the strategy… 

 

 

Table 3.  True level of confidence, mean length of confidence interval, mean 
distance between point estimator and total error value, rate of zero 
length intervals – sample size 50. 

Population 

Coverage 
percentage – 
true level of 
confidence 

mean length of 
confidence 

interval / 
population book 

amount 

mean distance (total 
error value – point 
estimator value) / 
population book 

amount 

Rate of 
intervals 

length = 0 

1_M 0.920 0.316 0.080 0.000 

1_PG 0.438 2.011 0.374 0.000 

1_PG_2 0.231 0.122 0.045 0.769 

1_PG_7 1.000 0.824 0.156 0.000 

1_PG_15 0.999 1.146 0.183 0.000 

1_Z 0.927 0.313 0.068 0.000 

2_M 0.998 0.002 0.000 0.000 

2_Z 0.728 0.001 0.000 0.000 

3_PT 0.355 0.001 0.000 0.000 

3_PT_2 0.597 0.000 0.000 0.370 

3_PT_7 0.621 0.000 0.000 0.077 

3_PT_15 0.035 0.001 0.000 0.002 

4_PT 0.884 0.308 0.060 0.000 

5_M 0.997 0.727 0.111 0.000 

5_PT 0.589 3.830 1.117 0.000 

5_PT_2 0.892 0.209 0.031 0.108 

5_PT_7 0.998 1.258 0.197 0.001 

5_PT_15 0.999 1.727 0.212 0.000 

5_Z 0.987 0.322 0.073 0.000 

5_Z_2 0.752 0.040 0.008 0.203 

5_Z_7 0.919 0.086 0.019 0.002 

5_Z_15 0.991 0.148 0.033 0.000 

6_PT 0.995 3.942 0.555 0.000 

6_Z 0.989 0.195 0.033 0.000 

 
Taking into account both evaluation criteria: the actual confidence level and 

the mean length of interval, the only population for which the analysed strategy 
performed well was set 2_M. It should be also noted that in the case of this 
population there were no samples free of error. For all other data sets the 
performance of MUS HT strategy was unacceptable because of either too low 
coverage ratio or too long intervals. 

As discussed above, the reasons for applying sampling schemes for which 
selection probability is proportional to the book amount are among others alleged 
growth of risk of a big error as well as an increase in variability of the value of 
errors with an increase in the book amount of line items. 

For the examined populations no relationship between the error amount and 
the book amount of the stock item was observed. We carried out an additional 
analysis in order to verify if the variability of the value of errors increases for 
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elements with bigger book values. For this purpose, we ordered stock items in 
each examined population with growing book amount. We divided population size 
(N) by 10 and rounded the obtained result to the nearest integer (N/10rounded). 
Next, we divided the set into 10 strata in such a way that to the first stratum 
N/10rounded stock items with highest book amount were assigned, to the second 
stratum next N/10rounded stock items with highest book amount were allocated and 
so on until the ninth stratum. The tenth stratum contained elements with lowest 
book amount that were not assigned to previous nine strata. For each stratum we 
calculated standard deviation of the error amount. 

For all sets for which the coverage percentage was greater than or equal to 
the nominal confidence level, the variability of the error amount generally 
increases with an increase in the book amount. However, in some of these 
populations this trend is not so obvious. Furthermore, in the case of, 4 out of 5 
populations for which the true confidence level was lower than 0.5 such 
relationship did not occur. For 2 data sets for which true level of confidence was 
lower than the assumed level of confidence - populations 5_PT and 5_Z_2 - the 
variability of the error amount generally increases with an increase in the book 
amount. 

5.1. Increase in sample size effect 

In Table 4 we present the true level of confidence, the mean length of 
confidence interval, the mean distance between point estimator and the total error 
value and the rate of zero length intervals for samples size 100. 

 

Table 4.  True level of confidence, mean length of confidence interval, mean 
distance between point estimator and total error value, rate of zero 
length intervals – sample size 100. 

Population 

Coverage 
percentage – 
true level of 
confidence 

mean length of 
confidence 

interval / 
population book 

amount 

mean distance (total 
error value – point 
estimator value) / 
population book 

amount 

Rate of 
intervals 

length = 0 

1_M 0.922 0.275 0.059 0.000 

1_Z 0.929 0.276 0.055 0.000 

3_PT 0.936 0.017 0.004 0.000 

3_PT_2 0.926 0.000 0.000 0.035 

3_PT_7 1.000 0.001 0.000 0.000 

3_PT_15 0.180 0.015 0.003 0.000 

4_PT 0.914 0.976 0.625 0.000 

5_Z 0.997 0.587 0.121 0.000 

5_Z_2 0.924 0.104 0.015 0.045 

5_Z_7 0.999 0.282 0.048 0.000 

5_Z_15 1.000 0.318 0.046 0.000 

6_Z 0.991 0.676 0.096 0.000 
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An increase in sample size from 50 to 100 caused a higher coverage 
percentage for all the studied populations. Only for one set the true confidence 
level was lower than 0.9 and amounted to 0.180 (3_PT_15). For this population 
no increase in the error amount variability with an increase in the book amount 
was observed. In the case of 5 sets coverage ratio was greater than or equal to 
nominal confidence level. 

An increase in sample size caused a decrease in estimator variance but still 
“very long” intervals occurred. For 3 populations mean length of confidence 
interval was higher than 0.5 of the population book amount. In the case of 4 out of 
12 sets the mean length of interval was lower than 0.02 of population the total 
book amount, among these, in the case of 2 sets it was lower than 0.005 of 
population total book value. 

For 7 out of 12 populations an increase in the sample size caused an increase 
in the ratio: the mean distance between point estimator and the total error divided 
by the population book amount. In the case of 5 sets this quotient was lower than 
0.02, among these, in the case of 4 populations it was lower than 0.005. For all 
the examined sets from which 100 item samples were drawn, the value of mean 
distance between the point estimator and the total error value was lower than the 
mean length of the confidence interval. 

In the case of 2 populations: 3_PT_2 and 5_Z_2, zero length intervals 
occurred. 

Taking into account both evaluation criteria: actual confidence level and 
mean length of interval, the only population for which the analysed 
strategy performed well was set 3_PT_7. It should be also noted that in 
the case of this population there were no error free samples. 

5.2.  Error rate effect 

We did not observe a relationship between the error rate and the true 
confidence level. For groups of populations 3_PT_50 and 1_PG_50 a sharp 
decrease in the coverage percentage with an increase in the nominal error rate 
from 0.07 to 0.15 can be observed. Furthermore, in the case of group of 
populations 5_PT_50 the true confidence level for the original set is the lowest, 
for group of populations 1_PG_50 it is significantly lower than for sets with the 
nominal error rate 0.07 and 0.15. Finally, in the case of group of populations 
3_PT_50 the coverage percentage for the original set is much lower than for sets 
with the nominal error rate 0.02 and 0.07. Figure 4 presents changes in coverage 
percentage with change of error rates for these groups of populations.  

For group 3_PT_100, not presented in Figure 4, changes in actual confidence 
level with changes in the error rate had the same pattern as in the case of group 
3_PT_50. An upward trend of the true confidence level with an increase in the 
error rate occurs only in the case of 2 groups of populations: 5_Z_50 and 
5_Z_100 – groups not presented in Figure 4. 
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Figure 4. Relationship between error rate and true confidence level. 

 
In contrast, it can be observed that together with the growth of the error rate 

the mean length of confidence interval increases. This relationship is presented in 
Figure 5. 

 

 

Figure 5. Relationship between error rate and length of confidence interval. 
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5.3. Normality of the distribution of point estimator  

Examined confidence intervals were based on an assumption of asymptotic 
normality of the Horvitz-Thompson point estimator. Hájek (1964) derived 
conditions for asymptotic normality of the Horvitz-Thompson estimator in the case 
of rejective sampling under assumptions that n → ∞ and N - n → ∞. The author 
proposed two estimators of the Horvitz-Thompson estimator variance. Berger 
(1998) showed that if divergence between a given sampling design and rejective 
sampling design goes to zero then the Horvitz-Thompson estimator has an 
asymptotic normal distribution. The author gave also the rate of convergence of 
the Horvitz-Thompson estimator for any kind of sampling. 

On the basis of the simulation results we tested if the assumption of 
normality of the Horvitz-Thompson estimator holds for statistic 
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We did not conduct evaluation of the necessary sample size to ensure the 
sufficient convergence of the estimator to the normality. Such evaluation was 
discussed by Wywiał (2016). We verified normality of statistic given by Eq (10) 
with the Shapiro – Wilk W-test. It should be taken into account that this test has 
very high power. 

In order to calculate the test statistic W we used approximation for the 
required coefficients proposed by Royston (1992). According to the author the 
approximation is accurate to ±1 in the fourth decimal place. Furthermore, we 
applied Royston’s (1992) normalizing transformation for the W statistic. 

Only in the case of population 5_Z_100 p – the value was higher than 0.05. 
For the remaining populations p – the values were very low: only in 2 cases they 
differed substantially from zero but were much lower than 0.05. One reason for 
this may be the observed high skewness of the analysed populations (Statistical 
Models and Analysis in Auditing (1989)). The conducted analysis showed that for 
different sets stdπ statistic had very different distributions that cannot be attributed 
to one or specified group of the distribution types. One way of solving the problem 
of non-normality may be applying the bootstrap procedure. 

6.  Results of other studies 

Our results are similar to other studies’ results. Sampling strategy using 
systematic MUS scheme and the confidence interval based on the Horvitz-
Thompson point estimator was subject of the simulation conducted by Neter and 
Loebbecke (description and results of the study are given following (Statistical 
Models and Analysis in Auditing (1989))). Four audit populations, for which the 
error rate was 0.3 were used in this study. Additionally, based on the original sets, 
16 populations with lowered error rates from 0.3 to: 0.005, 0.01, 0.05, and 0.1 
were generated. The examination was conducted for 14 of these sets. Six 
hundred samples of size 100 were drawn from each examined population. The 
true confidence level was calculated as percentage of intervals that covered the 
total error. 
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For none of the populations the true confidence level reached nominal value 
of 95.4%. The lowest coverage percentage equalled 5.2% for one of sets with the 
error rate 0.005. For two populations with error rates: 0.1 and 0.3 the true 
confidence level reached the highest value equal to 94.5. 

These results are consistent with results obtained by Dworin and Grimlund 
(1984), who compared the reliability of the proposed new method of interval 
estimation called moment bound with the mean-per-unit estimator combined with 
MUS scheme. The performance of one-sided confidence interval (upper bound) 
for 128 inventory populations was analysed in the study. Their results show that 
only in the case of 13 populations the coverage rate for the mean-per-unit method 
reached or exceeded 95% nominal confidence level. The lowest coverage rate 
equalled 72.6%. 

Kim Neter and Godfrey (1987) analysed reliability and efficiency of upper 
bound based on the mean-per-unit estimator and MUS Cell Sampling - a two-
stage sampling scheme. According to the authors the MUS Cell Sampling 
scheme can be treated as an easy to use alternative to systematic sampling of 
monetary units. The reliability was measured by coverage ratio while efficiency 
was measured by relative tightness - mean bound in the replications expressed 
relative to the total error amount in a sampled population. The average coverage 
over all 64 study populations for bound based on the mean-per-unit estimator and 
MUS Cell Sampling equalled 76.7% while the minimum coverage was 23% and 
the maximum 94.2%. Average relative tightness equalled 1.75. The minimum and 
maximum value of this measure was 1.29 and 2.71 respectively. 

Marazzi and Tillé (2017) conducted a simulation study in which MUS with the 
Horvitz-Thompson point estimator was compared with other sampling strategies. 
Authors did not analysed the confidence intervals but only the estimators’ mean 
standard error. Their results show a relatively high empirical mean standard error 
in the case of MUS with the Horvitz-Thompson point estimator strategy. 

7.  Conclusion 

The purpose of the simulation study was to examine the efficiency and 
reliability of interval estimation for the MUS HT sampling strategy. The main 
evaluation criteria included actual confidence levels compared to nominal 
confidence levels as well as the average length of confidence intervals compared 
to the population total book amount. The basis for the examination were sets 
containing annual inventory results as well as additional, generated populations 
with lower error rates. 

For the majority of populations the percentage of intervals that covered the 
total error amount was lower than the nominal confidence level. The obtained 
results show that for all populations for which the coverage percentage was 
greater than or equal to the nominal confidence level, the variability of the error 
amount increases with an increase in the elements’ book value. The sample size 
growth had a positive effect on the coverage percentage. No relationship between 
the error rate and the actual confidence level was found. The observed non-
normality of the Horvitz-Thomson point estimator standardized by its estimator of 
standard deviation, for applied sample sizes, may be one of the reasons for lower 
than the assumed true confidence levels. 
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For most cases, the length of the btained confidence intervals make them 
useless for auditors. In the case of some populations, the mean length of interval 
was higher than the population book amount. An increase in sample size caused 
a decrease in estimator variance but still “very long” intervals occurred. We 
observed that together with growth of the error rate the mean length of confidence 
interval increased.  

Taking into consideration both evaluation criteria: the actual confidence level 
and the mean length of interval, the MUS HT strategy performed well only in two 
cases. Taking into account that for the majority of the used populations the error 
rates were very high, our results are in contrary to the belief that the analysed 
sampling strategy may be useful for populations with high error rates. The fact 
that the length of intervals increases with growth of the error rate seems to 
strengthen this conclusion. 

The obtained results are consistent with results of other simulation studies on 
MUS HT strategy. 

It must be, however, stressed that the applied approach, consistent with the 
typical auditors’ way of using systematic MUS, assuming lack of randomization of 
populations before sample selection might significantly reduce the sampling 
space and thus might have a substantial impact on the obtained results.  

One disadvantage of the systematic MUS revealed by the study is inability to 
apply this scheme to populations composed of elements with “very big book 
amount”. Rejection of elements with “very big book amount” causes a decrease in 
the total book amount of the sampled population and thus further elements must 
be rejected because their book value is higher than the “new” sampling interval. 
In the case of 14 populations it did not allow for the application of the systematic 
MUS scheme. 

The analysis of real accounting data sets showed that the distribution of the 
book amount is strongly concentrated around values smaller than the mean book 
amount, highly skewed right and contains outliers.  

We did not observe a significant relationship between either the book amount 
of the stock item and the error rate or the book amount and the error amount of 
the stock item. The distribution of the error amount was strongly concentrated 
around zero. With increasing absolute error amount the number of errors 
decreased. The outliers caused a high level of variability of the error value 
measured by standard deviation. The number of overstatements exceeded the 
number of understatements for all the analysed sets. The absolute value of 
moment coefficient of skewness was high for all populations.  
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ABSTRACT 

India is the world’s third largest consumer of primary energy, which includes fossil 
fuels like coal, oil, etc.  The total primary energy consumption in India in 2015 was 
107 Mtoe. India’s total final energy consumption was estimated at 527 Mtoe of 
which the industrial sectors consumed about 30% (185 Mtoe) in 2013. The Iron 
and Steel sector is one of the most energy-intensive industries, consuming about 
25% of the total industrial energy consumption. The energy consumption in Indian 
Iron and Steel sector is on the declining trend. It declined from 10 GCal/tcs in 1990 
to 6.9 GCal/tcs in 2010–11. On average, iron & steel plants spend about 20-40% 
of the total manufacturing cost to meet their energy demands. In fact, energy cost 
is considered as a major factor in pricing of the steel. Energy Conservation Act, 
2001 (ECA), and the formulation of Bureau of Energy Efficiency are important 
initiatives taken up by government in order to reduce energy consumption by 
various sectors in the Indian economy. Another important initiative is launching of 
first of its kind market-based mechanism, Perform, Achieve and Trade (PAT) 
mechanism in 2010 particularly targeting the energy consumption by the industrial 
sector of the economy. Phase-I for PAT ran from 2012–015 including eight most 
energy-intensive sectors under Indian Industrial sector, with Iron and Steel sector 
being a prominent sector. The objective of this paper is to empirically estimate the 
energy intensity of Indian Iron and Steel sector, also accounting for the impact of 
ECA and PAT Phase-I in dummy variable form. The results indicate that the 
decline in energy consumption in this sector until 2011 can also be attributed to 
Energy Conservation Act implemented in the year 2001 along with other factors. 
This is empirically confirmed by our results that ECA has a significant impact on 
reduction of energy intensity of the steel firms. PAT does not seem to have a 
considerable impact on energy intensity alone but in the years where both PAT 
and ECA are prevalent, i.e. from 2012 to 2015, there seems to be a significant 
impact of around 0.050 reduction in energy intensity, as accounted by different 
models in this paper. There is one more observation from the empirical results that 
profit margin intensity was found to be negatively related to energy intensity 
implying more profitable firms invest more in energy efficiency. 

Key words: energy intensity, Indian Iron and Steel sector, Energy Conservation 
Act, Perform-Achieve-Trade Mechanism, panel data. 
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1.  Introduction 

The industrial sector drives the process of growth in all sectors of the 
economy. It consumes a large amount of energy, accounting for more than 50 
percent of the total commercial energy consumed in India and among these the 
industries like iron and steel, aluminium, cement, pulp and paper, chlor-alkali, 
fertilizer, iron & steel, pulp & paper, textiles, thermal power plant account for more 
than 60 percent of total energy consumption by the industrial sector in India.  

India is the world’s third largest consumer of primary energy which includes 
fossil fuels like coal, oil, etc. (BP Statistical Review of World Energy, 2016). The 
total primary energy consumption in India in 2015 was 107 Mtoe (The Economics 
Times, January 27, 2017). India’s total final energy consumption was estimated at 
527 Mtoe of which the industrial sectors consumed about 30% (185 Mtoe) in 2013 
(India Energy Outlook, IEA, 2015). The Iron and Steel sector is one of the most 
energy-intensive industries, consuming about 25% of the total industrial energy 
consumption (IEA, 2012). Energy consumption in most of the integrated steel 
plants in India is generally high at 6-6.5 Giga Calorie per tonne of crude steel as 
compared to 4.5-5.0 in steel plants abroad. The higher rate of energy 
consumption is mainly due to obsolete technologies including problems in 
retrofitting modern technologies in old plants, old shop floor & operating practices, 
poor quality of raw material viz. high ash coal/coke, high alumina iron ore, etc. 
The energy consumption in steel plants is, however, gradually reducing because 
of technological upgradation, utilization of waste heats, use of better quality 
inputs, etc. (Ministry of Steel, 2017). India ranks third in the list of GHG emitters in 
the world after China and U.S. India’s greenhouse gas emissions rose by an 
alarming 4.7% in 2016, compared to the previous year (Netherlands 
Environmental Assessment Agency, September 29, 2017).  Industries contribute 
approximately one fourth of India’s total GHG emissions. (Gupta et al. 2017). The 
Indian Iron and Steel sector contributed to about 117.32 MtCO2 (28.4% of the 
industrial sector) in 2007 (Krishnan et al., 2013). 

According to the Ministry of Steel, Government of India, the steel sector 
contributed nearly 2% to the Gross Domestic Product (GDP) during 2015-16. 
Also, in 2016, India is the third largest producer of steel in the world with steel 
production of 95.6 million tonnes after China (808.4 million tonnes) and Japan 
(104.8 million tonnes) as per Worldsteel Association. 

Energy efficiency and low carbon growth have emerged as key pathways to 
reduce the nation’s energy intensity and emissions intensity. 

There are some significant steps the Government of India (GoI) has taken in 
controlling the energy intensity of the industrial sector. The first key initiative was 
the launch of the Energy Conservation Act, 2001. Bureau of Energy Efficiency 
(BEE) was formulated under this Act, with the aim to promote energy efficiency in 
the Indian economy. Further, in June 2008 the National Action Plan for Climate 
Change was launched with eight National Missions that aimed at achieving key 
goals with respect to climate change. One of the national missions is the National 
Mission for Enhanced Energy Efficiency (NMEEE) created with the objective of 
promoting energy efficiency through policies, regulation, financing mechanisms 
and business models. Perform-Achieve-Trade (PAT) scheme is an initiative of 
NMEEE and it pertains specifically to the industrial sector. PAT is an ambitious 
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scheme in the Indian context because for the first time India has introduced 
market-based instruments to solve an environmental problem. The objective is to 
improve energy efficiency of the high energy-intensive industries through target 
setting and tradable energy saving certificates. The Ministry of Power and BEE 
first identified eight most energy-intensive industries viz. Thermal Power Plants, 
Fertilizer, Cement, Pulp and Paper, Textiles, Chlor-Alkali, Iron & Steel and 
Aluminium. Within each of these industries the most energy-intensive plants were 
identified and called Designated Consumers (DCs). BEE set specific energy 
consumption target or SEC (defined as the ratio of net energy input in the DC’s 
boundary to total output exported from the DC’s boundary) for each designated 
consumer such that the sum of the targets for all designated consumers within an 
industry equals the industry’s target. These individual targets will take care of the 
heterogeneity that exists in each industry with respect to output, energy 
consumption trends, energy saving potential, age of the plant, etc. Each 
designated consumer is required to reduce its SEC by a certain value, based on 
its reference year’s SEC. The reference year is defined as the average SEC from 
April 2007 to March 2010. The target year for the first PAT cycle runs from April 
2012-March 2015. At the end of the period, if the designated consumer surpasses 
its target then it will be issued tradable energy saving certificates or ESCerts. 1 
ESCert equals 1 toe worth of energy consumption. Perform, Achieve and Trade in 
its first cycle was designated to reduce the specific energy consumption (SEC) in 
energy-intensive sectors under which 478 DCs from 8 sectors viz. Aluminium, 
Cement, Chlor-Alkali, Fertilizer, Iron & Steel, Pulp & Paper, Thermal Power Plants 
and Textiles were included. These designated consumers currently account for 
25% of national GDP and almost 45% of commercial energy use in India.  PAT 
Cycle I achieved an energy saving of 8.67 Mtoe against the targeted energy 
saving of 6.68 Mtoe, which is above 30 percent over achievement and is 
equivalent to monetary savings of approx. Rs. 9500 crore. PAT is a multi-cycle 
scheme aimed to cover most of the energy-intensive sectors of the economy. 
Under Iron and Steel sector, a total of 67 plants are identified as DCs and 
assigned mandatory energy reduction targets. The notified threshold limit is 
30000 TOE of energy consumption per annum for the Iron and Steel sector. By 
the end of PAT Cycle-I, energy savings equivalent of 2.10 million tonne of oil 
equivalent annually was achieved, which is around 41% higher than the savings 
targets from 67 of the notified DCs (Oak, 2017). 

2.  Literature review 

The factors affecting energy intensity of industrial firms in India have been 
examined earlier by Kumar (2003) and Sahu and Narayana (2009). Both the 
studies used multiple regression analysis to examine the important factors 
influencing energy intensity in industrial firms. Data for 1342 firms for a period of 
eight years (panel data) from CMIE Prowess database was used by Kumar for 
this study. The independent variables considered include firm size, age of the 
firm, wages, R&D intensity, technology import intensity, profit margin, capital 
intensity, repair intensity, degree of vertical integration, and the pattern of 
ownership (particularly foreign ownership of the firm). Kumar found a negative 
relationship between firm size and energy intensity, which can be accredited to 
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economies of scale. Energy intensity was found to be positively related to repair 
intensity (ratio of expenditure incurred on repairs of plant and machinery to sales). 
Also, a positive relationship was found between energy intensity and technology 
import intensity (defined as the expenditure in foreign exchange incurred on 
imports of capital goods, raw materials, royalty, and purchase of technical know-
how as a ratio to sales), which is contrary to the expected relationship. It also 
indicated that the type of ownership has an important influence on energy 
intensity. Foreign ownership was found to be associated with lower energy 
intensity, while state ownership was found to be associated with higher energy 
intensity. Sahu and Narayanan used the data for 2350 firms for the year 2008 for 
their analysis, extracted from Prowess. The independent variables considered 
include firm size (logarithm of sales), labour intensity, capital intensity, repair 
intensity and age of the firm. Other variables considered include R&D intensity 
(ratio of R&D expenditure to sales), technology import intensity (definition similar 
to that adopted by Kumar), foreign ownership (dummy variable for foreign-owned 
firms), export intensity (exports to sales ratio) and profit margin. Thus, many of 
the explanatory variables considered by Sahu and Narayanan are the same as 
those used by Kumar in his analysis. Sahu and Narayanan included both firm size 
and square of size as explanatory variables. The advantage of including the 
squared term as suggested by Sahu and Narayan was that the relationship 
between firm size and energy intensity need not be monotonically increasing or 
decreasing. Certainly, the coefficient of size was found to be positive and that of 
the squared term negative. Consequently, Sahu and Narayanan deduced an 
inverted-U shaped relationship between energy intensity and firm size. A negative 
relationship was found between energy intensity and export intensity (implying 
that export-oriented firms are more efficient in the use of energy) and also 
between energy intensity and profit margin. A positive relationship of energy 
intensity was found with capital intensity and repair intensity, which was same as 
the findings of Kumar (2003). The results suggested that foreign firms were more 
energy efficient, which is again same as the findings of Kumar. Another similarity 
between the findings of the two studies was that both found a significant positive 
relationship between energy intensity and technology import intensity. This was 
contrary to expectations. Sahu and Narayanan found a positive relationship 
between energy intensity and the age of the firm. This kind of a relationship was 
expected because older firms will be having plant and machinery of older vintage, 
which were likely to be less energy efficient as compared with the plant and 
machinery of more recent vintage. Pertaining to this, the results of Kumar are 
contrary to that of Sahu and Narayanan. Kumar found a negative insignificant 
coefficient of the age variable. For this study, an analysis of firm level variation in 
energy intensity has been undertaken, which is similar to the analysis undertaken 
by Kumar (2003) and Sahu and Narayanan (2009).  

The effect of indigenous R&D on the energy intensity of Chinese industries is 
analysed by Teng (2012). In the Indian case, Mukherjee (2008) used the method 
of Data Envelopment Analysis for the period 1998-2003 to examine inter-state 
heterogeneity in energy intensity because of the varying composition of 
manufacturing output, differences in relative energy prices, labour quality, capital 
investment and environmental regulation.  
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2.1 Brief history of energy-efficiency certificate schemes 

Market-based instruments for energy efficiency are identified as an important 
tool in the policy portfolio for climate change mitigation. These instruments are 
generally called Tradable White Certificates (TWC) within the European Union 
(European Commission, 2006), and have gained importance in recent years in 
France, Italy, Great Britain and Australia (Hamrin et al., 2007). For the first time in 
2002, United Kingdom introduced the concept of enhancement of energy 
efficiency by considering both bilateral and over-the-counter trading, but without a 
provision for the trading of certificates (Langniss and Praetorius, 2006; Hamrin et 
al., 2007; Vine and Hamrin, 2008). The first of its kind energy-efficiency trading 
system was introduced in New South Wales, Australia in 2003 under Greenhouse 
Gas Abatement Scheme. This scheme allowed the specific greenhouse 
abatement projects which abate emissions beyond the benchmark emissions to 
generate National Greenhouse Gas Abatement Certificates that are tradable 
(Hamrin et al., 2007; Crossley, 2008). France established its tradable ESC 
scheme in 2005 with an energy saving target of 54 TWh between July 2006 – 
June 2009 (Hamrin et al., 2007). The Italian White Certificate scheme, which took 
effect in 2005, established a goal of reducing its energy intensity by 2% per year 
until 2015 and up to 2.5% per year until 2030 (Hamrin et al., 2007; Pavan 2008). 
India introduced a similar market-based scheme for efficiency improvement, 
Perform, Achieve and Trade (PAT), in 2012 with a target saving of about 6.5 – 
10.0 Mtoe of energy during 2012 – 2015 (GoI, 2012; CII, 2011b; Kumar and 
Agarwala, 2013). 

2.2 Perform, Achieve and Trade (PAT), Phase-I (2012-15) 

Oak (2017) determined the factors influencing energy intensity of firms in 
Cement Industry and quantified the PAT effect using panel data fixed effects 
model and difference-in-differences estimates. The robustness of results was 
checked using the method of Propensity Score matching. The data were taken 
from Prowess Dataset, which provides firm level data of the Indian industries. 
Prowess is a product of Centre for Monitoring Indian Economy (CMIE) that 
provides economic databases for India. The Ministry of Power, GoI’s Perform-
Achieve-Trade document published in July 2012 was used to identify the names 
of designated consumers of the cement industry. 

The results showed that the Indian Cement industry as a whole did not 
become more energy efficient after the scheme was launched but the firms that 
were identified have higher energy intensity than the other firms in Cement 
industry, which suggests that they were correctly identified by the government.  

Bhandari and Shrimali (2017) analysed the effectiveness of PAT so far and in 
the future using Primary Research through semi-structured interviews of 
designated consumers, BEE and EESL between the months of May-July 2013. 
The primary secondary source of information was the PAT Booklet published by 
the Ministry of Power. They conclude the following: the targets are not strict 
enough to add energy efficiency activities beyond business-as-usual; long-term 
investment in energy efficiency may not happen; the PAT market may not form; 
many equity issues remain unaddressed; and, it is too early to assess transaction 
costs. Based on best practices, the policy implications according to Bhandari and 
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Shrimali (2017) are: set additional targets that account for rising energy costs; 
promote long-term investments via clear and consistent goals; create a 
functioning PAT market platform to ensure cost-effectiveness; reduce equity 
concerns via normalized targets and standardized auditing; and, keep transaction 
costs low. 

The objective of this paper is to empirically estimate the energy intensity of 
one of the BEE identified industry under PAT Phase-I, i.e. the Iron and Steel 
industry using various factors affecting it. The sample period for the study is 
selected to be 1995-2015. We will also be evaluating the impact of Energy 
Conservation Act, 2001 (ECA) and PAT Phase-I on the Energy intensity of Iron 
and Steel Sector in India by accounting for these two in dummy variable form. 

3.  Methodology 

Our objective is to determine various factors affecting energy intensity of 
Indian Iron and Steel industries. Coal, Electricity and Natural Gas are the principal 
energy inputs used by Indian Iron and Steel sector and this makes it highly 
energy intensive. The minimum energy consumption by the DCs for this sector is 
30,000 toe. By the end of the first PAT Phase-I, energy savings equivalent of 2.10 
million tonne of oil equivalent annually was achieved, which is around 41% higher 
than the saving targets from 67 of the notified DCs. Since we want to determine 
the impact of PAT Phase-I also on energy intensity of this industry we have 
particularly chosen those 18 firms which are included under PAT Phase-I for 
reducing their specific energy consumption and 7 other firms which are not 
included in PAT but belongs to size decile 1 category of Indian Steel sector as per 
CMIE ProwessIQ.  

In PAT Phase-I (2012-2015), there are 67 DCs (plants) which are included, 
out of which we have selected 18 firms for our analysis as listed below: 

Table 3.1. List of PAT Phase-I firms included in the study  

S.No. Firm 

1 Bhushan Steel Ltd 

2 ESSAR Steel 

3 Rashtriya Ispat Nigam Ltd. 

4 Steel Authority Of India Ltd. 

5 Tata Sponge Iron Ltd. 

6 Tata Steel Ltd. 

7 Welspun Corp Ltd. 

8 Aarti Steels Ltd. 

9 Balasore Alloys Ltd. 
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Table 3.1. List of PAT Phase-I firms included in the study (cont.) 

S.No. Firm 

10 Hira Ferro Alloys Ltd. 

11 J S W Ispat Steel Ltd. [Merged] 

12 Monnet Ispat & Energy Ltd. 

13 Orissa Sponge Iron & Steel Ltd. 

14 Sunflag Iron & Steel Co. Ltd. 

15 Usha Martin Ltd. 

16 Bhilai Engineering Corpn. Ltd. 

17 Mukand Ltd. 

18 Sharda Ispat Ltd. 

 

Table 3.2. List of Non-PAT Phase-I firms included in the study  

S.No. Firm 

1 Kalyani Steels Ltd. 

2 Modern Steels Ltd. 

3 Vardhman Industries Ltd. 

4 Mahindra Ugine Steel Co. Ltd.(Merged) 

5 Pennar Industries Ltd. 

6 Tulsyan NEC Ltd. 

7 Uttam Value Steels Ltd. 

 

The data source for the study is CMIE ProwessIQ Version 1.80. The time 
period for the study was 1995-2015. Since we want to study the impact of both 
Energy Conservation Act, 2001, and Perform, Achieve and Trade (Phase-I), 
2012-15, we have particularly taken the time span of 20 years. The Ministry of 
Power, Government of India’s Perform-Achieve-Trade document published in July 
2012 has been used to identify the names of the designated consumers of Iron 
and Steel industry. 

In this paper, Energy Intensity (EI) is taken to be a dependent variable and is 
defined as the ratio of Power and Fuel expenses (Rs. Billion) to Sales (Rs. 
Billion). Due to absence of data on energy consumption and output in physical 
units we have taken Power and Fuel Expenses (Rs. Billion) and Sales (Rs. 
Billion) to define Energy Intensity. 
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Table 3.3. The variables are defined as follows: 

Variable Defined as (all values in Rs. Million) Expected 
Relationship 

Energy Intensity Power and Fuel Expenses to Sales  

Profit Margin 
Intensity (PMI) 

Profit After Tax to Sales positive 

Labour intensity Ratio of Wages and Salaries to Sales negative 

Capital intensity Net Fixed Assets as a proportion of Sales negative 

Firm Size  Sales and Assets in three years (current year plus 
last two years) 

negative 

Technology 
Import intensity 

Ratio of the sum (of the forex spending on the 
capital goods, raw materials and the forex 
spending on royalties, technical know-how paid by 
the firm to foreign collaborations) to Sales  

negative 

Repairs Intensity Ratio of total expenses on repairs of plants and 
Machineries to Sales  

positive 

Age  Calculated by deducting the year of incorporation 
from the current year 

positive/negative 

PAT dummy (pat) This is a dummy variable capturing the effect of 
PAT Phase-I on energy intensity of firms defined 
as pat = 1 for the years 2012-15 and 0 otherwise. 

negative 

ECA dummy 
(eca) 

This is a dummy variable capturing the effect of 
Energy Conservation Act, 2001, on energy 
intensity of firms defined as eca = 1 for the years 
2001-2015 and 0 otherwise 

negative 

_Ipat_eca_1 This is a dummy variable capturing the effect of 
Energy Conservation Act, 2001, on energy 
intensity of firms defined as _Ipat_eca_1 = 1 for 
the years 2001-2015 and 0 otherwise 

negative 

_Ipat_eca_2 This is a dummy variable capturing the impact of 
both PAT and ECA simultaneously on energy 
intensity of firms defined as _Ipat_eca_2 = 1 for 
the years 2012-2015 and 0 otherwise 

negative 

 
All the variables are first corrected for inflation using Index numbers and then 

converted into natural log form. In this paper we have used Fixed Effect Model to 
estimate the impact of the above factors on Energy Intensity of Steel firms.  

The following is the suggestive Fixed Effect equation for the model: 
lnEIit = β0 + β1lnAit + β2lnPMIit + β3lnLIit + β4lnRIit + β5lnSIit + β6lnCIit + β7lnTMIit 

+ β8ECA + β9PAT + β10(_Ipat_eca_1) + β11(_Ipat_eca_2) + εit 

 



STATISTICS IN TRANSITION new series, June 2019 

 

 

115 

The variables are described in the following table: 

Table 3.4. 

Model Dependent 
Variable 

Independent Variable 

Model-1 Energy 
Intensity (EI) 

Age of the firm (A) 

Profit Margin Intensity (PMI) 

Labour intensity (LI) 

Repairs Intensity (RI) 

Size of the Firm (SI) 

Capital intensity (CI) 

Technology Import Intensity (TMI) 

PAT  {1 = 2012 to 2015, 0 = otherwise} 

ECA  {1 = 2001 to 2015, 0 = otherwise} 

Model-II 

(with PAT) 

Energy 
Intensity (EI) 

Age of the firm (A) 

Profit Margin Intensity (PMI) 

Labour intensity (LI) 

Repairs Intensity (RI) 

Size of the Firm (SI) 

Capital intensity (CI) 

Technology Import Intensity (TMI) 

PAT  {1 = 2012 to 2015, 0 = otherwise} 

 

Model-III 

(with ECA) 

Energy 
Intensity (EI) 

Age of the firm (A) 

Profit Margin Intensity (PMI) 

Labour intensity (LI) 

Repairs Intensity (RI) 

Size of the Firm (SI) 

Capital intensity (CI) 

Technology Import Intensity (TMI) 

ECA  {1 = 2001 to 2015, 0 = otherwise} 

Model-IV 

(with PAT and ECA) 

Energy 
Intensity (EI) 

Age of the firm (A) 

Profit Margin Intensity (PMI) 

Labour intensity (LI) 

Repairs Intensity (RI) 

Size of the Firm (SI) 

Capital intensity (CI) 

Technology Import Intensity (TMI) 

_Ipat_eca_1{1 = 2001 to 2015, 0 = otherwise} 

_Ipat_eca_2{1 = 2012 to 2015, 0 = otherwise} 

Model-V 

(Tobit Regression 
with PAT and ECA) 

Energy 
Intensity (EI) 

Age of the firm (A) 

Profit Margin Intensity (PMI) 

Labour intensity (LI) 

Repairs Intensity (RI) 

Size of the Firm (SI) 

Capital intensity (CI) 

Technology Import Intensity (TMI) 

_Ipat_eca_1{1 = 2001 to 2015, 0 = otherwise} 

_Ipat_eca_2  {1 = 2012 to 2015, 0 = otherwise 
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4.  Analysis 

Table 4.1. Panel unit root tests 

 LLC (Levin-Lin-Chu) Test Breitung Test HT (Harris-Tzavalis) Test 

Variables 
Level 

(Adjusted t*) 
First Difference 

(Adjusted t*) 
Level 

(lambda) 
First Difference 

(lambda) 
Level 
(rho) 

First 
Difference 

(rho) 

Include Trend (Panel Means and Time Trend included) 

lnA -29.4846*** -33.6975*** 8.6887  7.0427(1.0000) 0.6874 0.6655(0.5606) 

lnPMI   1.6640 -6.5752***    0.8454  -2.2194** 0.6026 0.1340*** 

lnEI -1.3215 -7.2656*** -0.7045 -4.7738*** 0.5801** -0.0569*** 

lnLI  -6.0000***  -9.5107*** -2.3595***  -4.8624*** 0.4971*** -0.1074*** 

lnRI -3.2267***   -8.2206*** 0.0501   -3.1826*** 0.4553*** -0.1456***   

lnSI -23.2976*** -57.5117*** 0.1171 -0.1638(0.4349) 0.6285 0.0782*** 

lnCI 0.1428 -7.9140***  1.8007  -4.4809*** 0.5948** -0.1465*** 

lnTMI -1.8461** -5.3417*** -1.7593** -5.9932*** 0.3406*** -0.3071*** 

Note - Level of Significance 5% - **, 10% - *, 1% - *** 

4.1 Panel unit root tests 

In panel data analysis, the panel unit root test must be taken first in order to 
identify the stationary properties of the relevant variables. There exist a number of 
methods for panel unit root tests. In this study, we choose the three panel unit 
root tests, namely Levin–Lin–Chu (LLC) test, Breitung Test and Harris-Tzavalis 
(HT) test to enhance the robustness of the results. The LLC test takes into 
account the heterogeneity of various sections, but it has low power in small 
samples because of the serial correlation, which cannot be completely eliminated. 
The null hypothesis of the above three unit root tests is that there exists a unit 
root (i.e. the variables are non-stationary), and the alternative hypothesis is that 
no unit root exists in the series (i.e. the variables are stationary). Table 4.1 shows 
the results of the panel unit root tests for each variable. It can be seen from Table 
4.1 that the variables lnA, lnLI, lnRI, lnSI and lnTMI in level form are statistically 
significant under the LLC test and the variables lnEI, lnLI, lnRI, lnCI and lnTMI in 
level form are statistically significant under HT test. Also, the variables lnLI and 
lnTMI at level are statistically significant under Breitung Test. The level of lnPMI is 
statistically insignificant under all three panel unit root tests. However, after first-
order differencing, it is found that all the variables become stationary. Therefore, 
we may conclude that each variable is integrated of order one, i.e. I(1). 
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Table 4.2. Panel Data Analysis  

 Model-I Model-II Model-III Model-IV Model-V 

 

Fixed Effect 

(d.lnei) 

Fixed Effect 
(d.lnei) with 

PAT 

Fixed Effect 
(d.lnei) with 

ECA 

Regression 
(d.lnei) with 

PAT and ECA 

Random 
Effects Tobit 
Regression 
(d.lnei) with 

PAT and ECA 

d.lna .0430493 

(.0236734) 

.0420724 
(.0236985) 

.020151 
(.0262972) 

.0117013 
(.0231499) 

-.0251003 
(.0519315) 

d.lnpmi -.029305** 

(.0126731) 

-.0294189** 
(.0126285) 

-.0277864** 
(.0124823) 

-.0264096*** 
(.0082738) 

.0102759 
(.0144196) 

d.lnli .1217567 

(.064475) 

.1215724 
(.0647464) 

.0925055 
(.0565193) 

.0918982 
(.0780218) 

.0242819  
(.1357845) 

d.lnri .1674165 

(.1140994) 

.1688265 
(.1173236) 

.1533531 
(.1156504) 

.157753 
(.1717628) 

-.1073084 
(.2978768) 

d.lnsi -.0022371 
(.0014945) 

-.0022522 
(.0014738) 

  -.0022353 
(.0013608) 

-.0021529 
(.0019842) 

-.0039505 
(.003526) 

d.lnci .017824 

(.0111022) 

.0179308 
(.0111871) 

.0171829 
(.0113085) 

.0165042** 
(.0082753) 

.0064548  
(.0144504) 

d.lntmi -.0254261 

(.0161362) 

-.0256924  
(.0161611) 

-.0240584 
(.0163596) 

-.0236041  
(.0184868) 

.0198583  
(.0322479) 

d.lnei      

_cons -.0038066*** 

(.0010709) 

-.0036542*** 
(.0011662) 

.0021938  
(.0029389) 

.0028769 
(.0030286) 

.1159452*** 
(.0132042) 

eca   -.0065094** 
(.002748) 

  

pat  -.0005471 
(.0015633) 

   

_Ipat_eca_1    -.0072334** 
(.0031461) 

-.0318942*** 
(.0055608) 

_Ipat_eca_2    -.0059626 
(.0038211) 

-.0496313*** 
(.0067687) 

Number of 
obs. 

500 500 500 500 500 

Number of 
groups 

25 25 25  25 

F F(7,24)=2.51 F(8,24)= 2.25 F(8,24)=3.40 F( 9,   490) =    
4.14 

Wald chi2(9)      
=     65.42 

Prob > F 0.0440 0.0595 0.0095 0.0000 Prob > chi2        
=    0.0000 

 

Our objective is to empirically estimate the energy intensity of the Iron and 
Steel industry using various factors affecting it and also evaluate the impact of 
Energy Conservation Act, 2001 (ECA) and PAT Cycle-I on the Energy intensity of 
Iron and Steel Sector in India by accounting for these two in dummy variable 
form. 
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The results from Table 4.2 indicate a positive relation of age with energy 
intensity in Model I, II, III and IV. This is in agreement with the findings of Sahu 
and Narayan (2009) indicating a positive coefficient with this variable. Model V 
indicates a negative relation of age with energy intensity. 

Profit margin intensity is found to be significant in almost all the regressions 
with a negative relation with energy intensity implying that if profit margin intensity 
will increase energy intensity will decline. This may be interpreted as if profits are 
increased then industry will be able to invest more in energy efficiency thereby 
reducing energy consumption. 

The coefficient of labour intensity was found to be insignificant, which means 
labour intensity does not seem to be affecting energy intensity of the firms in Steel 
sector. But as the results suggest there seems to be a positive relationship 
between the energy intensity implying as higher the labour intensive firms higher 
will be the energy intensity of the production process. 

As reported by most of the models, there is a positive relationship between 
repairs intensity and energy intensity implying that as firms are spending more on 
repairs of plant and machinery their energy intensity is also high. Although the 
coefficient for this variable is not significant the positive relation is at par with the 
findings of Sahu and Narayan (2009), an analysis of energy intensity of Indian 
Manufacturing. 

As the size of industry increases, it will lead to decline in energy intensity as 
stated by the results of all the regressions. This is in line with the results of Kumar 
(2003) but in opposition to the findings of Sahu and Narayan (2009) stating an 
inverted U-shaped relation between firm size and energy intensity. The negative 
relation can be interpreted as that growth of industry will lead to more resources 
for investment in energy intensity and thereby reducing energy consumption 
means if the industry produces at large-scale its per unit energy consumption will 
decline. 

As reported by all the regressions, capital intensity is found to be positively 
related with energy intensity implying that more capital-intensive firms are more 
energy-intensive. Although this variable is found to be significant only in Model IV. 
This result is in line with Papadogonas et al. (2007) and Sahu and Narayan 
(2009), who found a similar result for Hellenic and Indian manufacturing sector 
respectively. 

Although the coefficient of technological import intensity is not found to be 
significant in any of the models, but there seems to be a negative relation of this 
variable with energy intensity. This implies that as the firm spends more on 
technological imports from abroad it will lead to advancement and thereby reduce 
energy intensity of firms. 

The ECA dummy capturing the impact of Energy Conservation Act, 2001 
(ECA), on energy intensity of Steel companies has a significant and negative 
impact as depicted by Model III. The same result is also depicted by _Ipat_eca_1 
dummy in Model IV and V. This implies ECA, 2001, has a significant impact on 
reducing the energy intensity of Steel Industry. 

The dummy variable, PAT capturing the impact of Perform, Achieve and 
Trade Mechanism, Phase-I (2012-2015) does not seem to have any significant 
impact on reducing energy intensity of Steel industry as reported by the results of 
Model II. 
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As reported by Model V, _Ipat_eca_2 dummy is significant implying PAT and 
ECA both simultaneously prevalent from 2012 to 2015 seem to have impact on 
energy intensity of Steel industry thereby reducing energy consumption. 

4. Conclusion 

Eight industries in India have been identified as energy-intensive industries 
under PAT scheme: aluminium, cement, fertilizer, iron & steel (including sponge 
iron), pulp & paper, chlor-alkali, power plant & aluminium. They consume nearly 
230 million metric tonnes of oil equivalent. Iron and Steel industry accounts for 
15% of this total energy consumption. 

The energy consumption in Indian Iron and Steel sector is on the declining 
trend. It declined from 10 GCal/tcs in 1990 to 6.9 GCal/tcs in 2010-11. It can be 
concluded that the decline in the energy intensity was in the range of 2.5 percent 
annually. The iron and steel industry, which primarily consumes coking coal and 
some high-grade non-coking coal, is the second largest consumer of domestic 
coal, although its consumption decreased from 20% of total consumption in the 
country in 1970 to about 5% in 2008 (CII, 2013). 

On average, iron & steel plants spend about 20-40% of the total 
manufacturing cost to meet their energy demands. In fact, energy cost is 
considered as a major factor in pricing of the steel (Worldsteel Association, 2017). 

Iron and Steel Industry in India is on an upswing because of the strong global 
and domestic demand. In 2015-16, India produced 90 MT of crude steel and 
attained the position of 3rd largest steel producer in the world, after China and 
Japan. Under Iron and Steel a total of 67 plants are identified and assigned 
mandatory energy reduction targets. The notified threshold limit is 30000 TOE of 
energy consumption per annum for the Iron and Steel Sector (BEE, 2017). 

The decline in energy consumption in this sector until 2011 can also be 
attributed to Energy Conservation Act implemented in the year 2001 along with 
other factors. This is also confirmed by the empirical results in our results that 
ECA has a significant impact on reduction of energy intensity of the steel firms. 

PAT does not seem to have a considerable impact on energy intensity alone 
(Model II) but in the years where both PAT and ECA are prevalent, i.e. from 2012 
to 2015, there seems to be a significant impact of around 0.050 reduction in 
energy intensity (Model V).  However, by the end of first PAT cycle-I, energy 
savings equivalent of 2.10 million tonne of oil equivalent annually was achieved, 
which is around 41% higher than the saving targets from 67 of the notified DCs. 
PAT may seem not to have a considerable impact according to our empirical 
results, which might be because PAT has defined Designated consumers on the 
basis of plant level data and due to non-availability of data we are bound to take 
firm level data for our analysis.  

There is one more observation from the empirical results that profit margin 
intensity was found to be negatively related to energy intensity implying more 
profitable firms invest more in energy efficiency. 
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VARIABLE SELECTION IN MULTIVARIATE
FUNCTIONAL DATA CLASSIFICATION

Tomasz Górecki1, Mirosław Krzyśko2,
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ABSTRACT

A new variable selection method is considered in the setting of classification with
multivariate functional data (Ramsay and Silverman (2005)). The variable selec-
tion is a dimensionality reduction method which leads to replace the whole vec-
tor process, with a low-dimensional vector still giving a comparable classification
error. Various classifiers appropriate for functional data are used. The proposed
variable selection method is based on functional distance covariance (dCov) given
by Székely and Rizzo (2009, 2012) and the Hilbert-Schmidt Independent Criterion
(HSIC) given by Gretton et al. (2005). This method is a modification of the proce-
dure given by Kong et al. (2015). The proposed methodology is illustrated with a
real data example.

Key words: multivariate functional data, variable selection, dCov, HSIC, classifica-
tion.

1. Introduction

In recent years, much attention has been paid to methods for representing data
as functions or curves. Such data are known in the literature as functional data
(Ramsay and Silverman (2005), Horváth and Kokoszka (2012)). Applications of
functional data can be found in various fields, including medicine, economics, me-
teorology and many others. In many applications there is a need to use statisti-
cal methods for objects characterized by multiple variables observed at many time
points (doubly multivariate data). Such data are called multivariate functional data.
In this paper we focus on the classification problem for multivariate functional data.
In many cases, in the classification procedures, the number of predictors p is sig-
nificantly greater than the sample size n. Thus, it is natural to assume that only a
small number of predictors are relevant to response Y .

Various basic classification methods have also been adapted to functional data,
such as linear discriminant analysis (Hastie et al. (1995)), logistic regression (Rossi
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et al. (2002)), penalized optimal scoring (Ando (2009)), knn (Ferraty and Vieu
(2003)), SVM (Rossi and Villa (2006)), and neural networks (Rossi et al. (2005)).
Moreover, the combining of classifiers has been extended to functional data (Fer-
raty and Vieu (2009)). Górecki et al. (2016) adapted multivariate regression models
to the classification of multivariate functional data. Gretton et al. (2005) defined
the measure of dependence between random vectors XXX and YYY called the Hilbert-
Schmidt Independence Criterion (HSIC) and proved that this measure is equal to
zero if and only if XXX and YYY are independent to each other when using universal
kernels, such as the Gaussian kernels. Based on the idea of HSIC between two
random vectors, we introduced the HSIC between two random processes.

Székely et al. (2007), Székely and Rizzo (2009, 2012, 2013) defined the mea-
sures of dependence between random vectors: the distance covariance (dCov).
These authors showed that for all random variables with finite first moments, dCov
generalizes the idea of covariance in two ways. Firstly, this coefficient can be ap-
plied when XXX and YYY are of any dimensions and not only for the simple case where
p = q = 1. Secondly, dCov is equal to zero if and only if there is independence
between the random vectors. Indeed, the distance covariance measures a linear
relationship and can be equal to 0 even when the variables are related. Based on
the idea of the distance covariance between two random vectors, we introduced the
functional distance covariance between two random processes. We select a set of
important predictors with a large value of functional distance covariance or func-
tional Hilbert-Schmidt Independent Criterion. Our selection procedure is a modifi-
cation of the procedure given by Kong et al. (2015).

An entirely different approach to the variable selection in functional data classi-
fication is presented by Berrendero et al. (2016). It is clear that variable selection
has, at least, an advantage when compared with other dimension reduction meth-
ods (functional principal component analysis (FPCA), see Górecki et al. (2014),
Jacques and Preda (2014), functional partial least squares (FPLS) methodology,
see Delaigle and Hall (2012), and other methods) based on general projections:
the output of any variable selection method is always directly interpretable in terms
of the original variables, provided that the required number d of the selected vari-
ables is not too large.

The rest of this paper is organized as follows. In Section 2 we present the clas-
sification procedures used through the paper. In Section 3 we present the problem
of representing functional data by orthonormal basis functions. In Section 4, we
define a functional distance covariance. In Section 5 we define a functional HSIC.
In Section 6 we propose a variable selection procedure based on the functional dis-
tance covariance and on HSIC. In Section 7 we illustrate the proposed methodology
through a real data example. We conclude in Section 8.

2. Classifiers

The classification problem involves determining a procedure by which a given object
can be assigned to one of q populations based on observation of p features of that
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object.
The object being classified can be described by a random pair (XXX ,Y ), where

XXX = (X1,X2, . . . ,Xp)
> ∈Rp and Y ∈ {1, . . . ,q}. An automated classifier can be viewed

as a method of estimating the posterior probability of membership in groups. For a
given XXX , a reasonable strategy is to assign XXX to that class with the highest posterior
probability. This strategy is called the Bayes’ rule classifier.

2.1. Linear and quadratic discriminant classifiers

Now we make the Bayes’ rule classifier more specific by the assumption that all mul-
tivariate probability densities are multivariate normal having arbitrary mean vectors
and a common covariance matrix. We shall call this model the linear discriminant
classifier (LDC). Assuming that class-covariance matrices are different, we obtain
quadratic discriminant classifier (QDC).

2.2. Naive Bayes classifier

A naive Bayes classifier is a simple probabilistic classifier based on applying Bayes’
theorem with independence assumptions. When dealing with continuous data, a
typical assumption is that the continuous values associated with each class are dis-
tributed according to a one-dimensional normal distribution or we estimate density
by kernel method.

2.3. k-nearest neighbour classifier

Most often we do not have sufficient knowledge of the underlying distributions. One
of the important nonparametric classifiers is a k-nearest neighbour classifier (kNN
classifier). Objects are assigned to the class having the majority in the k nearest
neighbours in the training set.

2.4. Multinomial logistic regression

It is a classification method that generalizes logistic regression to multiclass prob-
lem using one vs. all approach.

3. Functional data

We now assume that the object being classified is described by a p-dimensional
random process XXX = (X1,X2, ...,Xp)

> ∈ Lp
2(I), where L2(I) is the Hilbert space of

square-integrable functions, and E(XXX) = 000.
Moreover, assume that the kth component of the vector XXX can be represented

by a finite number of orthonormal basis functions {ϕb}

Xk(t) =
Bk

∑
b=0

αkbϕb(t), t ∈ I, k = 1, . . . , p,
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where αk0,αk1, . . . ,αkBk are the unknown coefficients.
Let ααα = (α10, . . . ,α1B1 , . . . ,αp0, . . . ,αpBp)

> ∈ RK+p, K = B1 + · · ·+Bp

and

ΦΦΦ(t) =


ϕϕϕ>1 (t) 000 . . . 000

000 ϕϕϕ>2 (t) . . . 000
. . . . . . . . . . . .

000 000 . . . ϕϕϕ>p (t)

 ,

where ϕϕϕk(t) = (ϕ0(t), ...,ϕBk(t))
>, k = 1, ..., p.

Using the above matrix notation, the process XXX can be represented as:

XXX(t) =ΦΦΦ(t)ααα, (1)

where E(ααα) = 000. This means that the realizations of the process XXX are in finite
dimensional subspace of Lp

2(I). We will denote this subspace by L p
2 (I).

We can estimate the vector ααα on the basis of n independent realizations xxx1,xxx2, . . . ,xxxn

of the random process XXX (functional data). We will denote this estimator by α̂αα.
Typically data are recorded at discrete moments in time. Let xk j denote an

observed value of the feature Xk, k = 1,2, . . . , p at the jth time point t j, where j =
1,2, ...,J. Then our data consist of the pJ pairs (t j,xk j). These discrete data can
be smoothed by continuous functions xk and I is a compact set such that t j ∈ I, for
j = 1, ...,J.

Details of the process of transformation of discrete data to functional data can
be found in Ramsay and Silverman (2005) or in Górecki et al. (2014).

4. Distance covariance (dCov)

For the jointly distributed random process XXX ∈ Lp
2(I) and the random vector YYY ∈ Rq,

let
fXXX ,YYY (lll,mmm) = E{exp[i〈lll,XXX〉+ i〈mmm,YYY 〉q]}

be the joint characteristic function of (XXX ,YYY ), where

〈lll,XXX〉=
∫

I
lll′(t)XXX(t)dt

and
〈mmm,YYY 〉=mmm′YYY .

Moreover, we define the marginal characteristic functions of XXX and YYY as follows:
fXXX (lll) = fXXX ,YYY (lll,000) and fYYY (mmm) = fXXX ,YYY (000,mmm).

Here, for generality, we assume that YYY ∈ Rq, although the label Y in the classi-
fication problem is a random variable, with values in {1, . . . ,q}. Label YYY has to be
transformed into the label vector YYY = (Y1, . . . ,Yq)

′, where Yi = 1 for i = 1, . . . ,q if XXX
belongs to class i, and 0 otherwise.
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Now, let us assume that XXX ∈L p
2 (I). Then, the process XXX has the representation

(1).

In this case, we may assume (Ramsay and Silverman (2005)) that the vector
weight function lll and the process XXX are in the same space, i.e. the function lll can
be written in the form

lll(t) =ΦΦΦ(t)λλλ , (2)

where λλλ ∈ RK+p.

Hence
〈lll,XXX〉=

∫
I
lll′(t)XXX(t)dt = λλλ

′[
∫

I
ΦΦΦ
′(t)ΦΦΦ(t)dt]ααα = λλλ

′
ααα,

where ααα and λλλ are vectors occurring in the representations (1) and (2) of the pro-
cess XXX and function lll, and

fXXX ,YYY (lll,mmm) = E{exp[iλλλ ′ααα + immm′YYY ]}= fααα,YYY (λλλ ,mmm),

where fααα,YYY (λλλ ,mmm) is the joint characteristic function of the pair of random vectors
(ααα,YYY ).

On the basis of the idea of distance covariance between two random vectors
(Székely et al. (2007)), we can introduce functional distance covariance between
random process XXX and random vector YYY .

Definition 1. A nonnegative number dCov(XXX ,YYY ) defined by

dCov(XXX ,YYY ) = dCov(ααα,YYY ),

where

dCov2(ααα,YYY ) =
1

CK+pCq

∫
RK+p+q

| fααα,YYY (λλλ ,mmm)− fααα(λλλ ) fYYY (mmm)|2

‖λλλ‖K+p+1
K+p ‖mmm‖q+1

q
dλλλdmmm,

and |z| denotes the modulus of z ∈ C, ‖λλλ‖K+p, ‖mmm‖q the standard Euclidean norms
on the corresponding spaces V chosen to produce scale free and rotation invariant
measure that does not go to zero for dependent random vectors, and

Cr =
π

1
2 (r+1)

Γ( 1
2 (r+1))

is half the surface area of the unit sphere in Rr+1, is called a functional distance
covariance between the random process XXX and the random vector YYY .

We can estimate functional distance covariance using data set
SSS = {(α̂αα1,yyy1), . . . ,(α̂ααn,yyyn)}.
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Let

ᾱαα =
1
n

n

∑
i=1

α̂ααk, ȳyy =
1
n

n

∑
i=1

yyyk,

α̃ααk = α̂ααk−ᾱαα, ỹyyk = yyyk− ȳyy, k = 1, . . . ,n

and

AAA = (akl), BBB = (bkl),

ÃAA = (Akl), B̃BB = (Bkl),

where

akl = ‖α̂ααk−α̂αα l‖K+p, bkl = ‖yyyk−yyyl‖q,

Akl = ‖α̃ααk−α̃αα l‖K+p, Bkl = ‖ỹyyk− ỹyyl‖q, k, l = 1, . . . ,n.

Hence

ÃAA =HHHAAAHHH, B̃BB =HHHBBBHHH,

where

HHH = IIIn−
1
n

111n111′n

is the centring matrix.
On the basis of the result of Székely et al. (2007), we have

dCov(SSS) =
1
n2

n

∑
k,l=1

AklBkl .

5. Hilbert-Schmidt Independent Criterion (HSIC)

Let φφφ be a mapping from Lp
2 to an inner product feature space H , and ψψψ be a

mapping from Rq to an inner product feature space G .

Definition 2. The cross-covariance operator CCCXXX ,YYY : G →H is a linear operator de-
fined as

CCCXXX ,YYY = EXXX ,YYY [φφφ(XXX)⊗ψψψ(YYY )]−µXXX ⊗µYYY ,

for all f ∈H and g ∈ G , where the tensor product operator f ⊗g : G →H , f ∈H ,
g ∈ G , is defined as

( f ⊗g)h = f 〈g,h〉G , for all h ∈ G .

This is a generalization of the cross-covariance matrix between random vectors.
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Moreover, by the definition of the Hilbert-Schmidt (HS) norm, we can compute the
HS norm of f ⊗g via

‖ f ⊗g‖2
HS = ‖ f‖2

H ‖g‖2
G .

Gretton et al. (2005) defined the Hilbert-Schmidt Independence Criterion (HSIC)
in the following way:

Definition 3. Hilbert-Schmidt Independence Criterion (HSIC) is the squared Hilbert-
Schmidt norm of the cross-covariance operator

HSIC(XXX ,YYY ) = ‖CCCXXX ,YYY‖2
HS.

Now, let
k : Rp×Rp→ R

be a kernel function on Rp.

This raises an interesting question: given a function of two variables k(xxx,xxx′),
does there exist a function φφφ such that k(xxx,xxx′) = 〈φφφ(xxx),φφφ(xxx′)〉H ? The answer is pro-
vided by Mercer’s theorem (1909), which says, roughly, that if k is positive semi-
definite then such a φφφ exists.

Often, we will not know φφφ , but a kernel function k, which encodes the inner
product in H , instead.

Popular positive semi-definite kernel functions on Rp include the polynomial ker-
nel of degree d > 0, k(xxx,xxx′) = (1+xxx>xxx′)d , the Gaussian kernel k(xxx,xxx′) = exp(−λ‖xxx−
xxx′‖2), λ > 0, and the Laplace kernel k(xxx,xxx′) = exp(−λ‖xxx−xxx′‖), λ > 0. In this paper
we use, the Gaussian kernel.

A feature mapping φφφ is centred by subtracting from it its expectation, that is
transforming φφφ(xxx) to φ̃φφ(xxx) =φφφ(xxx)−EXXX [φφφ(XXX)]. Centring a positive semi-definite kernel
function k consists in centring in the feature mapping φφφ associated to k. Thus, the
centred kernel k̃ associated to k is defined by

k̃(xxx,xxx′) = 〈φφφ(xxx)−EXXX [φφφ(XXX)],φφφ(xxx′)−EXXX ′ [φφφ(XXX
′)]〉

= k(xxx,xxx′)−EXXX [k(XXX ,xxx′)]−EXXX ′ [k(xxx,XXX
′)]+EXXX ,XXX ′ [k(XXX ,XXX ′)],

assuming the expectations exist. Here, the expectation is taken over independent
copies XXX , XXX ′. We see that, k̃ is also a positive semi-definite kernel. Note also that for
a centred kernel k̃, EXXX ,XXX ′ [k̃(XXX ,XXX ′)] = 0, that is, centring the feature mapping implies
centring the kernel function.

Let {xxx1, . . . ,xxxn} be a finite subset of Rp. A feature mapping φφφ is centred by
subtracting from it its empirical expectation, i.e. leading to φ̄φφ(xxxi) = φφφ(xxxi)−φφφ , where
φφφ = 1

n ∑
n
i=1 φφφ(xxxi). The kernel matrix KKK = (Ki j) associated to the kernel function k

and the set {xxx1, . . . ,xxxn} is centred by replacing it with K̃KK = (K̃i j) defined for all i, j =
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1,2, . . . ,n by

K̃i j = Ki j−
1
n

n

∑
i=1

Ki j−
1
n

n

∑
j=1

Ki j +
1
n2

n

∑
i, j=1

Ki j,

where Ki j = k(xxxi,xxx j), i, j = 1, . . . ,n.

The centred kernel matrix K̃KK is a positive semi-definite matrix. Also, as with the
kernel function 1

n2 ∑
n
i, j K̃i j = 0.

Let 〈·, ·〉F denote the Frobenius product and ‖ · ‖F the Frobenius norm defined
for all AAA,BBB ∈ Rn×n by

〈AAA,BBB〉F = tr(AAA>BBB),

‖AAA‖F = (〈AAA,AAA〉F)1/2.

Then, for any kernel matrix KKK ∈Rn×n, the centred kernel matrix K̃KK can be expressed
as follows (Schölkopf et al.(1998)):

K̃KK =HHHKKKHHH,

where HHH ia a centering matrix.

Since HHH is the idempotent matrix (HHH2 = HHH), then we get for any two kernel ma-
trices KKK and LLL based on the subset {xxx1, . . . ,xxxn} of Rp and the subset {yyy1, . . . ,yyyn} of
Rq, respectively,

〈K̃KK,L̃LL〉F = 〈KKK,L̃LL〉F = 〈K̃KK,LLL〉F .

We may express HSIC in terms of kernel functions (Gretton et al. (2005)):

HSIC(XXX ,YYY ) = EXXX ,X ′X ′X ′,YYY ,Y ′Y ′Y ′ [k(XXX ,XXX ′)l(YYY ,YYY ′)]

+EXXX ,X ′X ′X ′ [k(XXX ,XXX ′)]EYYY ,Y ′Y ′Y ′ [l(YYY ,YYY
′)]

−2EXXX ,YYY [EX ′X ′X ′ [k(XXX ,XXX ′)]EY ′Y ′Y ′ [l(YYY ,YYY
′)]].

Here, EXXX ,X ′X ′X ′,YYY ,Y ′Y ′Y ′ denotes the expectation over independent pairs (XXX ,YYY ) and (XXX ′,YYY ′).

Let

k? : L p
2 (I)×L p

2 (I)→ R

be a kernel function on L p
2 (I). For the multivariate functional data the Gaussian

kernel has the form:

k?(xxx,xxx′) = exp(−λ‖xxx−xxx′‖2), λ > 0.
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From the orthonormality of the basis functions, we have:

‖xxx−xxx′‖2 =
∫

I
(xxx(t)−xxx′(t))>(xxx(t)−xxx′(t))dt

= ‖α̂αα−α̂αα
′‖2.

Hence

k?(xxx,xxx′) = k(α̂αα,α̂αα ′),

where α̂αα1, . . . ,α̂ααn are vectors occurring in the representation (1).

Definition 4. The empirical HSIC for functional data is defined as

HSIC(S?) =
1
n2 〈KKK

?,LLL?〉F ,

where S? = {(xxx1,yyy1), . . . ,(xxxn,yyyn)}, KKK? and LLL? are kernel matrices based on the sub-
sets {xxx1, . . . ,xxxn}, and {yyy1, . . . ,yyyn} of L p

2 (I) and Rq, respectively.

But KKK? = KKK, where KKK is the kernel matrix of size n× n, which has its (i, j)th
element Ki j given by Ki j = k(α̂αα i,α̂αα j). LLL is the kernel matrix of size n×n, which has
its (i, j)th element Li j given by Li j = l(yyyi,yyy j).

Hence

HSIC(S?) = HSIC(S),

where S = {(α̂αα1,yyy1), . . . ,(α̂ααn,yyyn)}.

6. Variable selection based on the fuctional dCov and the func-
tional HSIC

In this Section we propose the selection procedure built on the functional dCov
and the functional HSIC. Let YYY = (Y1, . . . ,Yq)

′, be the response vector, and XXX =

(X1, . . . ,Xp)
′ be the predictor p-dimensional process. Assume that only a small num-

ber of predictors are relevant to YYY . We will define an irrelevant variable to be one
whose value is statistically independent of label vector YYY and of the other variables
X1, . . . ,Xp.

We select a set of important predictors with large functional dCov(SSS) or with large
functional HSIC(SSS).

We utilize the functional dCov because it allows for arbitrary relationship be-
tween YYY and XXX , regardless of whether it is linear or nonlinear. We would like an
assurance that irrelevant variables do not increase dCov. Kong et al. (2015) proved
the following theorem.

Theorem 1. Let ZZZ = (XXX>,Xp+1)
>, where Xp+1 is an irrelevant variable. Then

dCov(ZZZ,YYY )≤ dCov(XXX ,YYY ).
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Gretton et al. (2005) proved that HSIC(XXX ,YYY ) = 0 if and only if XXX and YYY are
independent of each other. This is the direct motivation why we may also choose
HSIC to measure the dependence. For the Gaussian kernel the following result is
true.

Theorem 2. Let ZZZ = (XXX>,Xp+1)
>, where Xp+1 is an irrelevant variable. Then

HSIC(ZZZ,YYY )≤ HSIC(XXX ,YYY ).

Proof. Since the variable Xp+1 is independent of the label vector YYY and the other
variables X1, . . . ,Xp, functions of these variables are also independent.

Hence

HSIC(ZZZ,YYY ) = EXXX ,XXX ′,YYY ,YYY ′ [k(ZZZ,ZZZ
′)l(YYY ,YYY ′)]+EXXX ,XXX ′ [k(ZZZ,ZZZ

′)]EYYY ,YYY ′ [l(YYY ,YYY
′)]

−2EXXX ,YYY{EXXX ′ [k(ZZZ,ZZZ
′)]EYYY ′ [l(YYY ,YYY

′)]}
= EXXX ,XXX ′,YYY ,YYY ′ [k(XXX ,XXX ′)exp(−λ (Xp+1−X ′p+1)

2)l(YYY ,YYY ′)]

+EXXX ,XXX ′ [k(XXX ,XXX ′)]exp(−λ (Xp+1−X ′p+1)
2)EYYY ,YYY ′ [l(YYY ,YYY

′)]

−2EXXX ,YYY{EXXX ′ [k(XXX ,XXX ′)exp(−λ (Xp+1−X ′p+1)
2)]EYYY ′ [l(YYY ,YYY

′)]}
= HSIC(XXX ,YYY )exp(−λ (Xp+1−X ′p+1)

2)≤ HSIC(XXX ,YYY ),

because exp(−λ (Xp+1−X ′p+1)
2)≤ 1, for λ > 0.

The functional dCov and functional HSIC also permit univariate and multivariate
response. Thus, this procedure is completely model-free.

We implemented the above theorems as a stopping rule in the selections of
responses. The procedure took the following steps:

1. Calculate marginal functional dCov or functional HSIC for Xk, k = 1, . . . , p with
the response YYY .

2. Rank the variables in decreasing order of the selected measure. Denote the
ordered predictors as X(1),X(2), . . . ,X(p). Start with XXXS = {X(1)}.

3. For k from 2 to p, keep adding X(k) to XXXS if dCov(XXXS,YYY ) or HSIC(XXXS,YYY ) does
not decrease. Stop otherwise.

7. Example

The described method was employed here to select the variables (pillars) in the
classification problem of 115 countries in the period 2008-2017. Table 1 describes
the variables (pillars) used in the analysis.
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Table 1. Variables (pillars) used in analysis, 2008-2017
No. Variable (pillar)
1. Institutions
2. Infrastructure
3. Macroeconomic environment
4. Health and primary education
5. Higher education and training
6. Goods market efficiency
7. Labour market efficiency
8. Financial market development
9. Technological readiness
10. Market size
11. Business sophistication
12. Innovation

For this purpose, the use was made of data published by the World Economic
Forum (WEF) in its annual reports (http://www.weforum.org). Those are compre-
hensive data, describing exhaustively various socio-economic conditions or spheres
of individual states. WEF experts have divided discussed countries into five groups
(Figure 1).

Group

NA 1 2 3 4 5

Figure 1: 115 countries used in the analysis

The data were transformed into functional data. Calculations were performed
using the Fourier basis. In view of a small number of time periods, for each variable
the maximum number of basis components was taken to be equal to five.
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In the next step we applied the method of selecting variables described earlier
(we stopped the procedure if the increase in the selected measure was less than
0.05). In such a way we obtained 5 variables (Figure 2 and Figure 3).
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Selected variables =  5

Selected dCov =  0.77

Maximum dCov =  0.794

Figure 2: Variables selection for functional dCov

Next, we applied the described classifiers to reduced functional data and to
full functional data. To estimate the error rate of the classifiers we used LOO CV
(leave-one-out cross validation) method. The results are in Table 2.

Table 2. Classification accuracy (in %)
Classifier Selected variables (5) All variables (12)
LDC 71.30 66.09
kNN (k = 1, . . . ,8) 77.39 71.30
Naive Bayes (normal) 69.57 65.22
Naive Bayes (kernel) 67.83 62.61
Logistic regression 60.87 56.52

We can observe that the error rate decreases if we reduce our data set. We can
also notice that the order of classifiers stays unchanged (the best classifier for full
data is kNN, and the same is the best for reduced data).

During the calculations we used R (R Core Team (2018)) software and caret
(Kuhn (2018)), energy (Rizzo and Székely (2018)) and fda (Ramsay et al. (2018))
packages.
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Figure 3: Variables selection for functional HSIC

8. Conclusions

The paper introduces variable selection for classification of multivariate functional
data. The use of functional distance covariance or functional HSIC as a tool to
reduce dimensionality of data set suggests that the technique provides useful re-
sults for classification of multivariate functional data. For analysed data set only five
from twelve variables were included in the final model. We realize that the classi-
fication accuracy could drop slightly. However, we expect that this drop should be
reasonable and in return we could gain a considerable amount of computation time.

In practice, it is important not to depend entirely on variable selection criteria
because none of them works well under all conditions. So, our approach could
be seen as a competitive to other variable selection methods and the full model
without variables reduction. Finally, the researcher needs to evaluate the models
using various diagnostic procedures.
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TESTING HYPOTHESES ABOUT STRUCTURE OF
PARAMETERS IN MODELS WITH BLOCK
COMPOUND SYMMETRIC COVARIANCE

STRUCTURE

Roman Zmyślony1, Arkadiusz Kozioł2

ABSTRACT

In this article we deal with testing the hypotheses of the so-called structured mean
vector and the structure of a covariance matrix. For testing the above mentioned
hypotheses Jordan algebra properties are used and tests based on best quadratic
unbiased estimators (BQUE) are constructed. For convenience coordinate-free ap-
proach (see Kruskal (1968) and Drygas (1970)) is used as a tool for characterization
of best unbiased estimators and testing hypotheses. To obtain the test for mean vec-
tor, linear function of mean vector with the standard inner product in null hypothesis
is changed into equivalent hypothesis about some quadratic function of mean pa-
rameters (it is shown that both hypotheses are equivalent and testable). In both
tests the idea of the positive and negative part of quadratic estimators is applied to
get the test, statistics which have F distribution under the null hypothesis. Finally,
power functions of the obtained tests are compared with other known tests like LRT
or Roy test. For some set for parameters in the model the presented tests have
greater power than the above mentioned tests. In the article we present new results
of coordinate-free approach and an overview of existing results for estimation and
testing hypotheses about BCS models.

Key words: coordinate-free approach, Jordan algebra, multivariate model, block
compound symmetric covariance structure, best unbiased estimators, testing struc-
ture of mean vector, testing independence of block variables.

1. Coordinate-free approach and Jordan algebra

1.1. Expectation and covariance operator in finite dimensional space with
inner product

Let K (⋅, ⋅) be a finite dimensional space with an inner product (aaa,bbb).

Definition 1. We say that the vector ��� ∈K is the expectation of a random vector
yyy ∈K if there exists ��� such that for all aaa ∈K the expectation

E(aaa,yyy) = (aaa,���) . (1)
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Lemma 1. Expectation ��� is uniquely defined and does not depend on the choice of
inner product.

Proof. Suppose that ���1 different from ���2 are two expectation vectors, then for all
aaa ∈K we have that E(aaa,yyy) =

(

���1,aaa
)

=
(

���2,aaa
)

. This is equivalent to
(

���1− ���2,aaa
)

= 0
for all aaa ∈K and this is equivalent to ���1 = ���2.
To prove the second part of this lemma let [⋅, ⋅] be an arbitrary inner product. Then,
from the characterization of all inner products it is implied there exists a self-adjoint
positive definite operator AAA = AAA∗ such that for all aaa,bbb ∈K we have

[

aaa,bbb
]

= (aaa,AAAbbb) =
(AAAaaa,bbb). From the definition of expectation we have that for all aaa ∈K

E[aaa,yyy] =
[

aaa,���[⋅,⋅]
]

. (2)

On the other hand, for all aaa ∈K

E[aaa,yyy] = E(aaa,AAAyyy) = E(AAAaaa,yyy) =
(

AAAaaa,���(⋅,⋅)
)

=
(

aaa,AAA���(⋅,⋅)
)

=
[

aaa,���(⋅,⋅)
]

. (3)

From (2) and (3) we have that ���[⋅,⋅] = ���(⋅,⋅).

Definition 2. Operator ΣΣΣ(⋅,⋅) is a covariance operator if for all aaa,bbb ∈K

cov((aaa,yyy) , (bbb,yyy)) =
(

aaa,ΣΣΣ(⋅,⋅)bbb
)

. (4)

The following lemma shows that the covariance operator depends on the choice
of inner product.

Lemma 2. Operator ΣΣΣ(⋅,⋅) is uniquely defined and depends on inner product (⋅, ⋅),
i.e. under [⋅, ⋅] = (⋅,AAA⋅) operator ΣΣΣ[⋅,⋅] = ΣΣΣ(⋅,⋅)AAA.

Proof. The proof of uniqueness of the covariance operator is similar to the proof of
uniqueness of expectation. To prove the second part of the lemma note that from
the definition we have

cov
(

[aaa,yyy] ,
[

bbb,yyy
])

=
[

aaa,ΣΣΣ[⋅,⋅]bbb
]

. (5)

On the other hand,

cov
(

[aaa,yyy] ,
[

bbb,yyy
])

= cov((AAAaaa,yyy) , (AAAbbb,yyy)) =
(

AAAaaa,ΣΣΣ(⋅,⋅)AAAbbb
)

=
(

aaa,AAAΣΣΣ(⋅,⋅)AAAbbb
)

(6)

=
[

aaa,ΣΣΣ(⋅,⋅)AAAbbb
]

(7)

From (5) and (7) it follows that ΣΣΣ[⋅,⋅] = ΣΣΣ(⋅,⋅)AAA.

Remark 1. Through the paper we deal with ℝn and the standard inner product. In
the space of m×n matrices, which is denoted by ℳm,n, the inner product is defined
as tr

(

AAABBB′
)

. The space of n×n symmetric matrices will be denoted by S n. Because
of symmetry the inner product in S n is tr (AAABBB). Moreover, throughout the paper AAA′

will stand for transpose of matrix AAA.
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1.2. Special linear operator on space of ℳm,n

Definition 3. Let AAA,BBB,CCC be matrices with such dimensions that multiplication AAACCCBBB
is possible. Then:

(AAA⊙BBB)CCC = AAACCCBBB.

In the following remark we will show the relation between the Kronecker product
of two matrices AAA and BBB (AAA⊗BBB), which have orders k× l and p× q, respectively,
and the special operator ⊙. In this paper, the Kronecker product is defined as block
matrix AAA⊗BBB = aijBBB for i = 1,… ,k and j = 1,… , l.

The operator vec is a linear transformation which converts a matrix into a column
vector by stacking the columns of the matrix under another. The inverse operator
to vec is vec−1p which converts a column vector into a matrix with p rows, such that
vec−1p (vec(XXX)) =XXX for all matricesXXX of order p×k and vec(vec−1p (xxx)) = xxx for all vectors
xxx with dimension pk×1.

Remark 2. Let YYY be a matrix order q× l. The operator ⊙ has a following properties:

• (AAA⊗BBB)vec(YYY ) = vec
(

(BBB⊙AAA′)YYY
)

;

• vec−1p ((AAA⊗BBB)vec(YYY )) = (BBB⊙AAA′)YYY ;

• (AAA⊙BBB)(CCC ⊙DDD) = AAACCC ⊙DDDBBB.

1.3. Jordan algebra and its properties

An associative algebra can be transformed into a Jordan algebra by the Jordan
product A◦B = AB+BA

2 (see Schafer (1966)). Through the paper we deal with Jordan
algebras of matrices „formally real” in the sense that if AAA2 +BBB2 +… = 000 then AAA =
BBB =…= 000 (see Jordan, Neumann and Wigner (1934)).

A full characterization of irreducible Jordan algebras of matrices is given by
Jordan, Neumann and Wigner (1934) (for more details see also Massam (1994),
Massam and Neher (1997), Letac and Massam (1998), Massam and Neher (1998),
Faraut and Korányi (1994)):

• The algebra S n of all n×n (n ≥ 1) symmetric matrices with trace inner product
and operation A◦B;

• The algebra ℒ n (Lorentz spin algebra);

• The algebraℋn of all n×n complex Hermitian matrices with trace inner product
and operation A◦B;

• The algebra Qn of all n × n quaternion Hermitian matrices with trace inner
product operation A◦B;

• The algebra O3 of all 3×3 octonion Hermitian matrices with trace inner product
and operation A◦B.
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Remark 3. Note that all Jordan algebras can be represented as Cartesian prod-
uct of all above Jordan algebras. For statistics, the most important are Cartesian
product of ℝ (as a special case of the first one with n = 1, where multiplication is
commutative (ab = ba)) and S n (for n ≥ 2). They were named as quadratic sub-
spaces by Seely (1971). If matrices in Jordan algebra commute, i.e. AAABBB = BBBAAA,
then this algebra is isomorphic to Cartesian product of ℝ.

Some of properties which we will use through the paper are given in the lemma
below.

Lemma 3. Let ### be a quadratic subspace of S n. Then:

1. AAA ∈ ###⇒ AAAk ∈ ###;

2. AAA,BBB ∈ ###⇒ AAABBBAAA ∈ ###;

3. AAA,BBB,CCC ∈ ###⇒ AAABBBCCC +CCCBBBAAA ∈ ###;

4. PPP 2 = PPP , PPP = PPP ′ and ∀VVV ∈ ### PPPVVV = VVV PPP ⇒MMM###MMM ′′′ =MMM### is a quadratic sub-
space, where matrix MMM = III −PPP , while III stands for identity matrix;

5. If QQQ is an orthogonal matrix then QQQ###QQQ′′′ is also a quadratic subspace.

For the proof see Seely (1971) and also Zmyślony (1979).

2. Estimation and testing hypotheses in mixed models for uni-
variate case

In this section we deal with estimation and testing hypotheses using coordinate-free
approach and properties of Jordan algebra.

2.1. Estimation of parameters in mixed models

The well-known normal mixed model can be expressed as follows

yyy ∼ (XXX���,VVV (���)) , (8)

where ��� =
(

�21 ,… ,�2m
)′ and VVV (���) =

∑m
i=1 �

2
i VVV i. We shall note that K = ℝn with the

standard inner product,X ={XXX��� ∶ ��� ∈ℝp} and ###= sp
{
∑m
i=1�

2
i VVV i ∶ �i ≥ 0,VVV i are known

}

.

Remark 4. We assume that there exists ���0 such that VVV
(

���0
)

= III .

Let ��� = {���,���} and g (���) be a real-valued function. We consider the following
classes of linear and quadratic estimators, respectively
A = {(aaa,yyy) ∶ aaa ∈ℝn,E(aaa,yyy) = g (���)},
ℬ =

{

⟨BBB,yyyyyy′⟩ ∶ BBB ∈ S n,E⟨BBB,yyyyyy′⟩ = g (���)
}

.
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Remark 5. In the class ℬ with K = S n and the inner product ⟨AAA,BBB⟩ = tr (AAABBB) we
get that the expectation of yyyyyy′ is:

E
(

yyyyyy′
)

= VVV (���)+XXX������′XXX = VVV (���)+E(yyy)E(yyy)′

and covariance of yyyyyy′ is:

cov
(

yyyyyy′
)

= 2
[

E
(

yyyyyy′
)

⊗E
(

yyyyyy′
)

−E(yyy)E(yyy)′⊗E(yyy)E(yyy)′
]

.

We recall the definition of estimable function of parameters ��� and ���.

Definition 4. A function
[

ccc,���
]

is said to be estimable if there exists a linear unbiased
estimator for this function i.e. E(aaa,yyy) =

[

ccc,���
]

.

In the following two theorems conditions for the existence of estimators with
optimal properties in a mixed linear model are given.

Theorem 1. For any estimable function
[

ccc,���
]

there exists its best linear unbiased
estimator if and only if for i = 1,… ,m holds PPPVVV i = VVV iPPP , where PPP =XXXXXX+, while XXX+

is Moore-Penrose inverse of matrix XXX.

Theorem 2. For any estimable function [ccc,���] there exists its best quadratic unbi-
ased estimator if and only if MMM###MMM is quadratic subspace, where MMM = III −XXXXXX+.

Theorem 3. For any quadratic estimable function there exists best quadratic un-
biased estimators (BQUE) if and only if sp

{

XXX������′XXX,VVV 1,… ,VVV m
}

is quadratic sub-
space.

For proofs of these theorems see Zmyślony (1978, 1980). From Seely (1972,
1977) and Zmyślony (1980), and since the estimators are functions of complete
sufficient statistics, the following remarks follows.

Remark 6. Best linear unbiased estimators and best quadratic unbiased estimators
are best unbiased estimators.

Suppose that
yyy
n×1

∼ (�111,VVV (���)) ,

where � ∈ℝ and VVV (���) = �21VVV 1+�
2
2VVV 2+�

2
3VVV 3, while

VVV 1 =
⎡

⎢

⎢

⎣

111111′′′
n1×n1

000

000 000
n2×n2

⎤

⎥

⎥

⎦

,VVV 2 =
⎡

⎢

⎢

⎣

000
n1×n1

000

000 111111′′′
n2×n2

⎤

⎥

⎥

⎦

,VVV 3 =
⎡

⎢

⎢

⎣

III
n1×n1

000

000 III
n2×n2

⎤

⎥

⎥

⎦

.

Since the expectation of yyyyyy′ is

E
(

yyyyyy′
)

= �2111111′′′+VVV (���) = �2111111′′′+�21VVV 1+�
2
2VVV 2+�

2
3VVV 3,

three following conditions for this model are satisfied:
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1. ### = sp
{

111111′′′,VVV 1,VVV 2,VVV 3
}

is a quadratic subspace,

2. 1
n111111

′′′ does not commute with VVV 1 and VVV 2,

3. according to first characterization of Jordan algebra it means that ### can be
represented as Cartesian product of 2×2 symmetric matrices and �23III .

Remark 7. According to Theorem 1 note that PPP = 1
n111111

′′′ does not commute with
VVV (���) and thus the BLUE of � does not exist. However, from Theorem 3, there
exists the BQUE for �2.

2.2. Tests for variance components based on unbiased estimators

For the normal model of the form given in (8) we consider the following hypotheses

H0 ∶ �2i = 0 vs H1 ∶ �2i > 0.

Let yyy′AAAyyy be an unbiased estimator of �2i . Moreover, let AAA+, AAA− stand for positive
and negative part of matrix AAA, respectively.

Remark 8. For i < k the estimator yyy′AAAyyy is ”not defined”, that is AAA =AAA+−AAA−, where
AAA+,AAA− ≥ 0, i.e. AAA+,AAA− are nonnegative definite matrices different than 000. Note that

• if H0 is true, then E
(

yyy′AAA+yyy
)

= E
(

yyy′AAA−yyy
)

,

• if H1 is true, then E
(

yyy′AAA+yyy
)

> E
(

yyy′AAA−yyy
)

.

Corollary 1. The test should reject hypothesis

H0 ∶ �2i = 0

if statistic

F =
yyy′AAA+yyy
yyy′AAA−yyy

is sufficiently large.

Let us consider three conditions for commutative Jordan algebra, i.e. for all
elements AAA and BBB of such algebra AAABBB = BBBAAA:

1. sp
{

MMMVVV 1MMM,… ,MMMVVV kMMM
}

is a commutative Jordan algebra,

2. sp
{{

MMMVVV 1MMM,… ,MMMVVV kMMM
}

∖
{

MMMVVV iMMM
}}

is a commutative Jordan algebra,

3. F = yyy′AAA+yyy
yyy′AAA−yyy

has F-Snedecor distribution under H0 ∶ �2i = 0.

Theorem 4. The first and second from the above conditions imply the third condi-
tion.

For proof see Michalski and Zmyślony (1996).
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Theorem 5. The first and third from the above conditions imply the second condi-
tion.

Theorem 6. Let us assume that a subspace

sp
{

MMMVVV 1MMM,… ,MMMVVV kMMM
}

is a commutative Jordan algebra, while

sp
{{

MMMVVV 1MMM,… ,MMMVVV kMMM
}

∖
{

MMMVVV iMMM
}}

is not a commutative Jordan algebra. Then, statistic

F =
yyy′AAA+yyy
yyy′AAA−yyy

has a generalized F-Snedecor distribution under H0 ∶ �2i = 0, where yyy′AAAyyy is BQUE
of parameter �2i (see Fonseca et al. (2002)).

3. Block compound symmetric covariance structure in doubly
multivariate data

3.1. Covariance structure

The (mu×mu)−dimensional BCS covariance structure for m-variate observations
over u factor levels is defined as:

ΓΓΓ =

⎡

⎢

⎢

⎢

⎢

⎣

ΓΓΓ0 ΓΓΓ1 … ΓΓΓ1
⋮ ⋱ ⋮
⋮ ⋱ ⋮
ΓΓΓ1 ΓΓΓ1 … ΓΓΓ0

⎤

⎥

⎥

⎥

⎥

⎦

=
(

ΓΓΓ0−ΓΓΓ1
)

⊙IIIu+ΓΓΓ1⊙JJJ u
= ΓΓΓ0⊙IIIu+ΓΓΓ1⊙

(

JJJ u−IIIu
)

with JJJ u = 111u111
′

u. The above BCS structure can be also written as a sum of two
orthogonal matrices (i.e. the product of orthogonal matrices is equal to matrix 000):

ΓΓΓ = (ΓΓΓ0−ΓΓΓ1)⊙
(

IIIu−
1
u
JJJ u

)

+
(

ΓΓΓ0+(u−1)ΓΓΓ1
)

⊙ 1
u
JJJ u.

The following assumptions for matrices ΓΓΓ0 and ΓΓΓ1 in BCS structure

1. ΓΓΓ0 is a positive definite symmetric m×m matrix,

2. ΓΓΓ1 is a symmetric m×m matrix,

3. ΓΓΓ0+(u−1)ΓΓΓ1 is a positive definite matrix,
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4. ΓΓΓ0−ΓΓΓ1 is a positive definite matrix.

imply that the um× um matrix ΓΓΓ is positive definite (for the proof see Lemma 2.1 in
Roy and Leiva (2011)). This result follows also from the property of rank for strong
orthogonality of matrices.

3.2. Normal model with BCS covariance structure

The normal BCS model can be written in the following way:

YYY
um×n

=
[

yyy1,yyy2,… ,yyyn
]

∼
(

(IIIum⊙111
′
n)���,ΓΓΓ⊙IIIn

)

(9)

with ΓΓΓ defined in 3.1. In this model we assume that the mean vector changes over
sites or over time points so ��� has um components. Matrix YYY contains n independent
normally distributed random column vectors, which are identically distributed with
the mean vector ��� and the covariance matrix ΓΓΓ.
Let us consider orthogonal transformation IIIum⊙QQQ on YYY um×n, where QQQ is an orthog-
onal matrix of order n.

Proposition 1. If cov(YYY ) = ΣΣΣYYY =ΣΣΣ⊙III with any covariance matrix ΣΣΣ then covariance
is invariant with respect to transformation III ⊙QQQ on YYY .

In the next proposition we show that orthogonal transformation saves commu-
tativity of projectors with covariance matrices as well as the property of quadratic
subspace.

Proposition 2. Let ###ΣΣΣYYY be the space generated by covariance matrices ΣΣΣ and let
PPPE(YYY ) denote orthogonal projector onto the subspace of mean matrix of a random
matrix YYY . Moreover, let UUU = QQQ (YYY ), where QQQ is an arbitrary orthogonal operator.
Then:

(i) If PPPE(YYY )ΣΣΣYYY = ΣΣΣYYY PPPE(YYY ) then PPPE(UUU )ΣΣΣUUU = ΣΣΣUUUPPPE(UUU ). (10)

(ii) If ###ΣΣΣYYY is a quadratic subspace then ###ΣΣΣUUU is a quadratic subspace. (11)

For the special case of QQQ =QQQ1⊙QQQ2 we get the following:

Lemma 4. Since the space ###cov(YYY ) generated by covariance matrices ΓΓΓ⊙III is a
quadratic subspace and orthogonal projector PPPE(YYY ) = IIIum ⊙

1
nJJJ n commutes with

covariance matrices, we have:

PPPE(UUU ) commutes with cov(UUU ) and ###cov(UUU ) is a quadratic subspace.

For the proof that for the model (9) ###cov(YYY ) is a quadratic subspace and assump-
tion that commutativity of PPPE(YYY ) holds see Roy et al. (2016).

3.3. Testing hypotheses about structure of expectation

In this section we consider testing hypotheses about the parameters of the mean
vector. These results can be also found in Zmyślony et al. (2018). For this reason
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we use the two following orthogonal transformations:

1. UUU =
[

uuu1,… , uuun
]

= (IIIum⊙QQQ2)YYY , where QQQ2 =
[

1
√

n
111n ⋮KKK111n

]

is Helmert matrix,

such that KKK ′
111n
KKK111n = IIIn−1 and KKK ′

111n
111n = 000,

2. WWW i = (III ⊙QQQ1)UUU i, where UUU i = vec−1
(

uuui
)

is a matrix of size m× u and QQQ1 =
[

1
√

u
111u ⋮KKK111u

]

which are useful for constructing the test statistic.
Now, we formulate the null hypothesis for structure of mean

H0 ∶ ���1 = ���2 =…= ���u.

This hypothesis can be written equivalently as

H0 ∶ ���
(c)
2 = ���(c)3 =…= ���(c)u = 0,

where ���(c)j =
√

nu
∑u
l=1kkkl,j−1���l, while kkkl,j−1 is l, j−1-th element of KKK111u .

Following the idea of Michalski and Zmyślony (1999) this hypothesis is equivalent
to

H0 ∶
u
∑

j=2
���(c)j ���

(c)′
j = 0.

One can prove that quadratic estimator of
∑u
j=2���

(c)
j ���

(c)′
j is a function of complete

sufficient statistics (see Roy et al. (2016)) and has the following form:

̂u
∑

j=2
���(c)j ���

(c)′
j =

u
∑

j=2
�̂��(c)j �̂��

(c)′
j −(u−1)Γ̂ΓΓ0−Γ̂ΓΓ1, (12)

where Γ̂ΓΓ0 and Γ̂ΓΓ1 are best unbiased estimators (BUE) for ΓΓΓ0 and ΓΓΓ1, respectively.
For details see Roy et al. (2016).
Note that

u
∑

j=2
�̂��(c)j �̂��

(c)′
j

df
= (u−1)Δ̂ΔΔ2

is the positive part and

(u−1)Γ̂ΓΓ0−Γ̂ΓΓ1
df
= (u−1)Δ̂ΔΔ1

is the negative part of estimator in (12).

Under the null hypothesis the positive part has Wishart distribution and the neg-
ative part multiplied by (n−1) is Wishart distributed with the same covariance matrix
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ΓΓΓ0−ΓΓΓ1

(n−1)(u−1)Δ̂ΔΔ1 ∼m
(

ΓΓΓ0−ΓΓΓ1, (n−1)(u−1)
)

,

(u−1)Δ̂ΔΔ2 ∼m
(

ΓΓΓ0−ΓΓΓ1, u−1
)

,

where Δ̂ΔΔ1 and Δ̂ΔΔ2 are independent.

Lemma 5. If WWW 1 ∼m(ΣΣΣ,n1) and WWW 2 ∼m(ΣΣΣ,n2) are independent, then for every
fixed vector xxx ≠ 0 ∈ℝm:

F =
n2xxx′WWW 1xxx
n1xxx′WWW 2xxx

∼ Fn1,n2 .

Now, we give the theorem from Zmyślony et al. (2018).

Theorem 7. Under the null hypothesis, the statistic

F =
xxx′
∑u
j=2 �̂��

(c)
j �̂��

(c)′
j xxx

(u−1)xxx′
(

Γ̂ΓΓ0−Γ̂ΓΓ1
)

xxx
=
xxx′Δ̂ΔΔ2xxx

xxx′Δ̂ΔΔ1xxx
(13)

has F distribution with (u−1) and (n−1)(u−1) degrees of freedom for any fixed xxx.

3.4. Testing hypotheses about ΓΓΓ1

In this section we consider the following hypotheses about parameters in matrix ΓΓΓ1
under assumption that all elements of ΓΓΓ1 are nonnegative or nonpositive:

H0 ∶ ΓΓΓ1 = 000 vs. H1 ∶ ΓΓΓ1 ≠ 000.

The presented results can be also found in Fonseca et al. (2018). From Roy et al.
(2015) we get that matrices:

(n−1)(u−1)Δ̂ΔΔ1 = (n−1)(u−1)(Γ̂ΓΓ0−Γ̂ΓΓ1) ∼m(ΓΓΓ0−ΓΓΓ1, (n−1)(u−1)),

(n−1)Δ̂ΔΔ2 = (n−1)(Γ̂ΓΓ0+(u−1)Γ̂ΓΓ1) ∼m(ΓΓΓ0+(u−1)ΓΓΓ1, (n−1))

are independent. It is easy to show that:

Γ̂ΓΓ1 =
Δ̂ΔΔ2−Δ̂ΔΔ1

u
.

Under the framework given in Michalski and Zmyślony (1996) a positive part of Γ̂ΓΓ1
is given by:

Γ̂ΓΓ1+ =
Δ̂ΔΔ2
u

and a negative part is given by:

Γ̂ΓΓ1− =
Δ̂ΔΔ1
u
.
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Note that estimator of ΓΓΓ1 is given by:

Γ̂ΓΓ1 = Γ̂ΓΓ1+−Γ̂ΓΓ1− =
Δ̂ΔΔ2−Δ̂ΔΔ1

u
.

For the proof of the following theorem see Fonseca et al. (2018).

Theorem 8. Under the hypothesis H0 ∶ ΓΓΓ1 = 0 the test statistic:

F =
111′Γ̂ΓΓ1+111

111′Γ̂ΓΓ1−111
(14)

has F distribution with (n−1) and (n−1)(u−1) degrees of freedom.

3.5. Testing hypotheses about single parameters

H0 ∶ �
(1)
ij = 0 vs. H1 ∶ �

(1)
ij ≠ 0

In order to conduct F test for testing hypotheses about single parameter, i.e. H0 ∶
�(1)ii = 0 for given i = 1,… ,m, vectors 111 in (14) should be replaced by

eeei = (0,… ,0, 1
⏟⏟⏟

i th position

,0,… ,0)′.

If �(1)ii and �(1)jj are equal to zeros then for parameters �(1)ij , i < j, i= 1,… ,m, instead
of vectors 111 in (14) one should insert

eeei− eeej = (0,… ,0, 1
⏟⏟⏟

i th position

,0,… , −1
⏟⏟⏟

j th position

,0,… ,0)′.

Remark 9. Testing single contrast of parameters can be done in a similar way using
vector ei defined above instead of 111u.

4. Data application

In this section we use a data set from Johnson and Wichern (2007) for estimation
parameters and testing hypotheses, presented in previous section, about the struc-
ture of expectation and covariance parameters in model (9). These data contain
measures of mineral content of three bones for 25 women: radius, humerus and
ulna. Each measurement was recorded on the dominant and non-dominant side.

Using the formula (4.13) and Theorem 1 from Roy et al. (2016) we get that
BLUE for ��� is

�̂�� =
[

0.84380 1.79268 0.70440 0.81832 1.73484 0.69384
]

,
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where, in accordance with the order of variables, the first three values are the
means for measurements of mineral content in dominant side of radius, humerus
and ulna, respectively, while the last three values are the means for measurements
of mineral content in non-dominant side for these bones.
From the same paper, using formulas (3.4) and (3.5) and Theorem 1 we get that
BQUE for ΓΓΓ0 and ΓΓΓ1 are

Γ̂ΓΓ0 =
⎡

⎢

⎢

⎣

0.01221 0.02172 0.00901
0.02172 0.07492 0.01682
0.00901 0.01682 0.01108

⎤

⎥

⎥

⎦

and Γ̂ΓΓ1 =
⎡

⎢

⎢

⎣

0.01038 0.01931 0.00824
0.01931 0.06678 0.01529
0.00824 0.01529 0.00807

⎤

⎥

⎥

⎦

,

respectively.
For testing hypotheses about the structure of expectation in test statistic (13)

we take the vector xxx = 111m, so we consider the sum of elements of the positive and

negative part of the estimator ̂∑u
j=2���

(c)
j ���

(c)′
j . Our test was compared with two well-

known tests: likelihood ratio test (LRT) and Roy’s test. Formulas of these tests
statistics were given in Zmyślony et al. (2018) in Section 4. Calculated p-values for
considered data example for all three tests are given in the table below.

Table 1: P-values in testing hypotheses about the structure of expectation and ele-
ments of ΓΓΓ1 with the use of three different tests

Name of test Test for ��� Test for ΓΓΓ1
F test 0.0363 1.06073 ⋅10−9
LRT 0.1725 1.807443 ⋅10−13

Roy’s test 0.1725

The same p-values for LRT and Roy’s test in Table 1 follow from the fact that in
case u = 2 both tests are equivalent. On the standard 5% level of significance we
conclude on the p-value for F test that means are significantly different between two
sides. For more details about the comparison of these three tests see Zmyślony et
al. (2018).

Test F for testing hypotheses about elements of ΓΓΓ1, whose statistic was given in
(14), was compared with LRT, whose statistic was given in formula (3.3) in Fonseca
et al. (2018). For both tests, on 5% level of significance, we can conclude that at
least one element of ΓΓΓ1 is different than 0.

5. Conclusion

This paper contains a review of results concerning estimation and testing hypothe-
ses for univariate and multivariate linear models. The presented results are based
on the properties of Jordan algebra. Moreover, the coordinate-free approach sim-
plifies inference in linear models for both the univariate and multivariate case. It was
presented how the methods of estimation and testing for a univariate model can be
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extended to the multivariate case. Estimators of the parameters of the presented
BCS covariance structure model and the data presenting measures of mineral con-
tent of bones can be found in Roy et al. (2016). The power of the proposed tests
for expectation and covariance parameters, in the multivariate case, is compared
with well-known tests such as LRT and Roy’s test in Fonseca et al. (2018) and
Zmyślony et al. (2018). As a result of the simulation study we can say that in some
cases (for some alternatives) the tests proposed in this paper have greater power
than LRT and Roy’s test. The same data example, as for the estimation purpose,
was used for testing hypotheses for covariance structure in Fonseca et al. (2018)
and for testing hypotheses about the mean structure in Zmyślony et al. (2018).
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ZMYŚLONY, R. (1980). Completeness for a family of normal distributions, Mathe-
matical Statistics, Banach Center Publications, 6, pp. 355–357.
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EXTREME GRADIENT BOOSTING METHOD IN THE 
PREDICTION OF COMPANY BANKRUPTCY 

Barbara Pawełek1 

ABSTRACT 

Machine learning methods are increasingly being used to predict company 
bankruptcy. Comparative studies carried out on selected methods to determine 
their suitability for predicting company bankruptcy have demonstrated high levels 
of prediction accuracy for the extreme gradient boosting method in this area. This 
method is resistant to outliers and relieves the researcher from the burden of 
having to provide missing data. The aim of this study is to assess how the 
elimination of outliers from data sets affects the accuracy of the extreme gradient 
boosting method in predicting company bankruptcy. The added value of this study 
is demonstrated by the application of the extreme gradient boosting method in 
bankruptcy prediction based on data free from the outliers reported for companies 
which continue to operate as a going concern. The research was conducted using 
64 financial ratios for the companies operating in the industrial processing sector 
in Poland. The research results indicate that it is possible to increase the detection 
rate for bankrupt companies by eliminating the outliers reported for companies 
which continue to operate as a going concern from data sets. 

Key words: XGBoost, company bankruptcy, machine learning, outlier. 

1. Introduction 

An important issue in economic and financial decision-making is to predict 
business failure (bankruptcy prediction, credit scoring) (Nanni and Lumini, 2009). 
A number of data classification methods are used in company bankruptcy 
prediction and in credit scoring (Baesens et al., 2003; Lessmann et al., 2015). In 
the paper by Baesens et al. (2003) the authors evaluate and compare different 
types of classifiers, for example logistic regression, discriminant analysis,  
k-nearest neighbour, neural networks, decision trees, support vector machines, 
least-squares support vector machines. Their results suggest that the neural 
network, least-squares support vector machines, logistic regression and linear 
discriminant analysis yield a very good performance. The authors of the paper by 
Lessmann et al. (2015) update the study of Baesens et al. (2003) and compare 
41 different classification algorithms such as individual classifiers (Bayesian 
network, CART, extreme learning machine, kernalized ELM, k-nearest neighbour, 
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J4.8, linear discriminant analysis, linear support vector machine, logistic 
regression, multilayer perceptron artificial neural network, naive Bayes, quadratic 
discriminant analysis, radial basis function neural network, regularized logistic 
regression, SVM with radial basis kernel function, voted perceptron), 
homogenous ensemble classifiers (alternating decision tree, bagged decision 
trees, bagged MLP, boosted decision trees, logistic model tree, random forest, 
rotation forest, stochastic gradient boosting), heterogeneous ensemble classifiers 
(simple average ensemble, weighted average ensemble, stacking, 
complementary measure, ensemble pruning via reinforcement learning, GASEN, 
hill-climbing ensemble selection, HCES with bootstrap sampling, matching pursuit 
optimization ensemble, top-T ensemble, clustering using compound error,  
k-means clustering, kappa pruning, margin distance minimization, uncertainty 
weighted accuracy, probabilistic model for classifier competence, k-nearest oracle). 
Their results suggest that heterogeneous ensembles classifiers perform well. 

The main criterion for assessing the suitability of a bankruptcy prediction 
model (and a credit scoring model) is its prediction ability. In general, 
performance measures split into three types: the measures that assess the 
discriminatory ability of the model; the measures that assess the accuracy of the 
model's probability predictions; the measures that assess the correctness of the 
model's categorical predictions (Lessmann et al., 2015).  

Researchers are seeking to identify sources of the errors committed when 
predicting company bankruptcy. One of the reasons for misclassification of 
objects is the heterogeneity of a research data set. Bankruptcy prediction models 
are developed on the basis of the financial ratios included in financial statements. 
An analysis of the financial details of the companies which went bankrupt and 
those which continue to operate as a going concern leads to the conclusion that 
some of the companies in Poland with unfavourable financial ratios do not go 
bankrupt (Pawełek et al., 2017). In light of the above considerations, the 
homogeneity (in terms of financial condition assessment) of the set of companies 
which continue to operate as a going concern is called into doubt. 

Machine learning methods are increasingly used in company bankruptcy 
prediction (e.g. Brown and Mues, 2012; García et al., 2019; Pawełek, 2017). 
Comparative studies carried out on selected methods to determine their suitability 
for predicting company bankruptcy have demonstrated high levels of prediction 
accuracy for the extreme gradient boosting method (Xia et al., 2017; Zięba et al., 
2016). The study by Zięba et al. (2016) adopted a bankruptcy prediction model for 
the companies operating in the industrial processing sector in Poland over time 
horizons of one, two, three, four and five years, using a number of machine 
learning methods (e.g. linear discriminant analysis, multilayer perceptron with a 
hidden layer, decision rules inducer, decision tree model, logistic regression, 
boosting algorithm AdaBoost, cost-sensitive boosting algorithm AdaCost, support 
vector machines, random forest, boosted trees trained with extreme gradient 
boosting). The databases subject to analysis were not free from outliers and the 
missing data were not imputed.  

This research was undertaken to investigate the combined findings 
concerning the heterogeneous nature of the set of companies which continue to 
operate as a going concern in terms of their financial condition and the high 
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accuracy of the extreme gradient boosting method in predicting company 
bankruptcy. 

The aim of this study is to present the results of our empirical research on the 
impact that the elimination of outliers from data may have on the accuracy of the 
extreme gradient boosting method in predicting company bankruptcy. The added 
value of the study is demonstrated by the proposed application of the extreme 
gradient boosting method in bankruptcy prediction based on data free from the 
outliers reported for companies which continue to operate as a going concern. 

The study is divided as follows: Section 2 provides a description of the 
relevant databases and the extreme gradient boosting method; Section 3 outlines 
the research procedure used; the results of the empirical research are presented 
and discussed in Section 4; and the main findings of the study are summarised in 
Section 5. 

Table 1. Financial ratios 

Ratio Description Ratio Description 

W1 net profit / total assets W33 operating expenses / short-term 
liabilities 

W2 total liabilities / total assets W34 operating expenses / total liabilities 

W3 working capital / total assets W35 profit on sales / total assets 

W4 current assets / short-term liabilities W36 total sales / total assets 

W5 [(cash + short-term securities + 
receivables - short-term liabilities) / 
(operating expenses - 
depreciation)] * 365 

W37 (current assets - inventories) / long-
term liabilities 

W6 retained earnings / total assets W38 constant capital / total assets 

W7 EBIT / total assets W39 profit on sales / sales 

W8 book value of equity / total liabilities W40 (current assets - inventory - 
receivables) / short-term liabilities 

W9 sales / total assets W41 total liabilities / ((profit on operating 
activities + depreciation) * (12/365)) 

W10 equity / total assets W42 profit on operating activities / sales 

W11 (gross profit + extraordinary items + 
financial expenses) / total assets 

W43 rotation receivables + inventory 
turnover in days 

W12 gross profit / short-term liabilities W44 (receivables * 365) / sales 

W13 (gross profit + depreciation) / sales W45 net profit / inventory 

W14 (gross profit + interest) / total assets W46 (current assets - inventory) / short-
term liabilities 

W15 (total liabilities * 365) / (gross profit 
+ depreciation) 

W47 (inventory * 365) / cost of products 
sold 

W16 (gross profit + depreciation) / total 
liabilities 

W48 EBITDA (profit on operating 
activities - depreciation) / total 
assets 
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Table 1. Financial ratios  (cont.) 

Ratio Description Ratio Description 

W17 total assets / total liabilities W49 EBITDA (profit on operating 
activities - depreciation) / sales 

W18 gross profit / total assets W50 current assets / total liabilities 

W19 gross profit / sales W51 short-term liabilities / total assets 

W20 (inventory * 365) / sales W52 (short-term liabilities * 365) / cost 
of products sold) 

W21 sales (n) / sales (n-1) W53 equity / fixed assets 

W22 profit on operating activities / total 
assets 

W54 constant capital / fixed assets 

W23 net profit / sales W55 working capital 

W24 gross profit (in 3 years) / total 
assets 

W56 (sales - cost of products sold) / 
sales 

W25 (equity - share capital) / total assets W57 (current assets - inventory - 
short-term liabilities) / (sales - 
gross profit - depreciation) 

W26 (net profit + depreciation) / total 
liabilities 

W58 total costs / total sales 

W27 profit on operating activities / 
financial expenses 

W59 long-term liabilities / equity 

W28 working capital / fixed assets W60 sales / inventory 

W29 logarithm of total assets W61 sales / receivables 

W30 (total liabilities - cash) / sales W62 (short-term liabilities *365) / 
sales 

W31 (gross profit + interest) / sales W63 sales / short-term liabilities 

W32 (current liabilities * 365) / cost of 
products sold 

W64 sales / fixed assets 

Source: https://archive.ics.uci.edu/ml/datasets/Polish+companies+bankruptcy+data. 

2. Data and method 

The data used in this study are derived from the Emerging Markets 
Information Service (https://www.emis.com/pl). The empirical research was 
carried out using the five databases available at,  
https://archive.ics.uci.edu/ml/datasets/Polish+companies+ bankruptcy+data.  

The research is primarily concerned with the companies operating in the 
industrial processing sector in Poland. A total of 64 financial ratios were used 
(Table 1). The research covers the period from 2000 to 2013. 

The time horizons of one, two, three, four and five years were used to predict 
company bankruptcy. A prediction horizon of one or two years is typically adopted 
in the literature on bankruptcy prediction. However, in some cases the three-year 
time horizon is used. A time horizon of four or five years is also possible but is 



STATISTICS IN TRANSITION new series, June 2019 

 

159 

rarely applied; this is due to the dynamic nature of the immediate or more distant 
business environment. An example of such research is the work by Zięba et al. 
(2016), which adopted a time horizon of one to five years. Due to the fact that the 
above work has inspired us to undertake this study, we have decided to analyse 
all five databases (i.e. five prediction horizons). 

Machine learning methods are used in a number of research areas (e.g. 
Friedman et al., 2000). Two major factors determining the suitability of a machine 
learning method for predicting various developments are: the application of 
statistical methods for detecting and modelling the existing links between complex 
phenomena and the use of calculation algorithms designed for large data sets. 
One example of the machine learning method is gradient tree boosting (GTB) 
(Friedman, 2001). The gradient tree boosting method is also known as gradient 
boosting machine (GBM) or gradient boosted regression tree (GBRT). For the 
purposes of this research, we have adopted the extreme gradient boosting 
(XGBoost) method (Chen and Guestrin, 2016). XGBoost is a GTB algorithm, 
which is particularly useful in analysing large data sets. The innovative nature of 
the XGBoost method - in comparison with other tree boosting algorithms - lies in 
its use of a novel sparsity-aware algorithm for parallel tree learning.  

The necessary calculations for the research work were made using the R 
software and the 'xgboost' package (Chen and Guestrin, 2016). 

3.  Research method description 

The first step of our empirical research was to split the input data set into a 
training set and a test set. To ensure generalisability of the research findings, the 
splitting operation was repeated 30 times. The next step was to remove the 
outliers reported for companies which continue to operate as a going concern 
from the training set. The outliers were removed using quantiles (Pawełek et al., 
2017; Wu et al., 2010). Then, the extreme gradient boosting method was applied, 
followed by calculations concerning two model selection criteria to compare the 
results obtained. The error criterion is used to verify the share of wrongly 
classified objects in the total number of objects, while the AUC criterion stands for 
Area under the ROC Curve. Once developed, the models were assessed in terms 
of their prediction accuracy (Accuracy – the share of correctly classified 
companies in the total number of objects, Sensitivity – the share of correctly 
classified bankrupts in the total number of bankrupts, Specificity – the share of 
correctly classified non-bankrupts in the total number of non-bankrupts). The final 
step was to verify the hypothesis concerning the location parameters for the 
populations from which the prediction accuracy measure concerned had been 
derived, as calculated for models developed based on outlier-free training sets. 

Phases of research: 

1) Random division of the set 𝑋ℎ, where ℎ = 1, 2, 3, 4, 5, into the training set 𝑈ℎ 

and the test set 𝑇ℎ (𝑋ℎ = 𝑈ℎ  𝑇ℎ, where 𝑈ℎ̿̿ ̿̿ =
2

3
𝑋ℎ̿̿̿̿  and 𝑇ℎ̿̿̿̿ =

1

3
𝑋ℎ̿̿̿̿ ), while 

preserving the current structure to take account of bankrupt (B) and non-
bankrupt (NB) companies. The splitting operation was repeated 30 times. 
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2) Providing four variants for each set 𝑈ℎ (ℎ = 1, 2, 3, 4, 5) using the quantiles 𝑄𝑞 

and 𝑄1−𝑞, where: 

a) 𝑞 = 0.00 (i.e. outliers are not removed from the set), 

b) 𝑞 = 0.01, 

c) 𝑞 = 0.05, 

d) 𝑞 = 0.10. 

 If:   

 𝑈ℎ = 𝑈ℎ,𝐵   𝑈ℎ,𝑁𝐵 (ℎ = 1, 2, 3, 4, 5),  

 where: 

 𝑈ℎ,𝐵 = {𝑢𝑖
ℎ,𝐵: 𝑢𝑖

ℎ,𝐵 ∈ 𝑈ℎ  i 𝑢𝑖
ℎ,𝐵

 is bankrupt}, 

 𝑈ℎ,𝑁𝐵 = {𝑢𝑖
ℎ,𝑁𝐵: 𝑢𝑖

ℎ,𝑁𝐵 ∈ 𝑈ℎ  i 𝑢𝑖
ℎ,𝑁𝐵

 is not bankrupt}. 

 

 The following conversion formula is used: 

 ∀𝑗 = 1, 2, … , 64: 𝑢𝑖𝑗
ℎ,𝑁𝐵 =

{
 

 𝑢𝑖𝑗
ℎ,𝑁𝐵 if 𝑄𝑞

𝑗
≤ 𝑢𝑖𝑗

ℎ,𝑁𝐵 ≤ 𝑄1−𝑞
𝑗

𝑄𝑞
𝑗
      if                𝑢𝑖𝑗

ℎ,𝑁𝐵 < 𝑄𝑞
𝑗

𝑄1−𝑞
𝑗
 if            𝑄1−𝑞

𝑗
< 𝑢𝑖𝑗

ℎ,𝑁𝐵

, 

 the result of which is: 

 𝑈0.00
ℎ , 𝑈0.01

ℎ , 𝑈0.05
ℎ , 𝑈0.10

ℎ  (ℎ = 1, 2, 3, 4, 5). 

3) Developing two models per training set 𝑈𝑞
ℎ (𝑞 = 0.00, 0.01, 0.05, 0.10; ℎ =

1, 2, 3, 4, 5): 

 establishing the number of iterations (from 1 to 100) against the two 

criteria: error and AUC, which are used to measure the classification 

accuracy of the model based on the training set by means of cross-

validation (𝑣 = 3); the result is 𝑀𝑞
ℎ,𝑒𝑟𝑟𝑜𝑟

 and 𝑀𝑞
ℎ,𝑎𝑢𝑐

 (𝑞 =

0.00, 0.01, 0.05, 0.10; ℎ = 1, 2, 3, 4, 5); Figures 1 and 2 show trends in error 

and AUC criteria values for the sample training set 𝑈0.00
1 , while Figures 3-5 

show trends in Accuracy, Sensitivity and Specificity values for the sample 

test set 𝑇0.00
1  (case of the error criterion); 
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 assessing the prediction accuracy of the developed models on the basis of 

the test set 𝑇ℎ: 𝑀𝑞
ℎ,𝑒𝑟𝑟𝑜𝑟(𝑇ℎ) and 𝑀𝑞

ℎ,𝑎𝑢𝑐(𝑇ℎ) (𝑞 = 0.00, 0.01, 0.05, 0.10; ℎ =

1, 2, 3, 4, 5), using the following measures: Accuracy, Sensitivity and 

Specificity. 

4) Verifying the hypothesis that the prediction accuracy measure concerned 

(Accuracy, Sensitivity or Specificity) – as calculated for models developed on 

the basis of outlier-free training sets 𝑀𝑞
ℎ,𝑒𝑟𝑟𝑜𝑟(𝑇ℎ) and 𝑀𝑞

ℎ,𝑎𝑢𝑐(𝑇ℎ) (𝑞 =

0.00, 0.01, 0.05, 0.10; ℎ = 1, 2, 3, 4, 5) – originated from the populations with the 

same location parameters. 

We used the following tests: 

 the Kruskal-Wallis test, 

 Dunn’s post hoc test (the version including the Bonferroni correction 

for multiple testing). 

 

Figure 1. Error criteria values for training set U0.00
1  

Source: Own work. 
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Figure 2. AUC criteria values for training set U0.00

1  

Source: Own work. 

Figure 1 indicates that the rise in the number of iterations is accompanied by 
a corresponding decrease in error values, which fluctuate around 0.044, whereas 
the AUC criterion value (Figure 2) - initially on the rise - is finally stabilised around 
0.92. 

As regards the error criterion, we selected a model with the lowest share of 
wrongly classified objects in the total number of objects. As regards the AUC 
criterion, we selected a model with the largest area under the ROC curve. 

 

Figure 3. Accuracy measure for test set 𝑇0.00
1  (case of the error criterion) 

Source: Own work. 
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Figure 4. Sensitivity measure for test set 𝑇0.00

1  (case of the error criterion) 

Source: Own work. 

The process of model selection may also be based on such prediction 
accuracy measures as Accuracy, Sensitivity and Specificity. Figures 3-5 show 

changes in the value of these measures for the selected test set 𝑇0.00
1  by number 

of iterations (case of the error criterion). An analysis of the charts indicates that 
the Accuracy and Specificity measures for the test set under consideration 
stabilised around 0.960 and 0.987 after approx. 70 iterations, whereas the 
Sensitivity measure values fluctuated around 0.60 after approx. 40 iterations.  

 
Figure 5. Specificity measure for test set 𝑇0.00

1  (case of the error criterion) 

Source: Own work. 
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The following section of this document describes the results of empirical 
research for the two criteria: error and AUC. For further research purposes, other 
criteria may also be used for comparison purposes. 

4.  Empirical results 

Table 2 contains results of the Dunn-Bonferroni post hoc test (𝛼 = 0.05) 
carried out on the pairs of research approaches based on data free from outliers 

which have been removed using the quantiles {𝑄𝑞1 , 𝑄1−𝑞1} and  {𝑄𝑞2 , 𝑄1−𝑞2}, 

where 𝑞1, 𝑞2 = 0.00, 0.01, 0.05, 0.10. Due to the fact that the results obtained for all 

prediction horizons under consideration (ℎ = 1, 2, 3, 4, 5) are the same, they were 
put in a single table. 

Table 2. Results of the Dunn-Bonferroni post hoc test (𝛼 = 0.05) carried out on 
the pairs of research approached based on data free from outliers 

which have been removed using the quantiles {𝑄𝑞1 , 𝑄1−𝑞1} 

and {𝑄𝑞2 , 𝑄1−𝑞2} for ℎ = 1, 2, 3, 4, 5 

 𝒒𝟏: 𝒒𝟐 

Measure 0.00:0.01 0.00:0.05 0.00:0.10 0.01:0.05 0.01:0.10 0.05:0.10 

Criterion: error 

Accuracy 

Sensitivity 

Specificity 

S 

NS 

S 

S 

S 

S 

S 

S 

S 

S 

S 

S 

S 

S 

S 

S 

S 

S 

Criterion: AUC 

Accuracy 

Sensitivity 

Specificity 

S 

NS 

S 

S 

S 

S 

S 

S 

S 

S 

S 

S 

S 

S 

S 

S 

S 

S 

Significant (S) or non-significant (NS) at 𝛼 = 0.05. 

Source: Own work. 

 
At a significant level of 0.05, the test results obtained in most cases under 

consideration indicate that there is a statistically significant difference between the 
location parameters for the populations from which relevant prediction accuracy 
measures are derived, obtained as a result of different variants having been 

adopted for the training sets 𝑈0.00
ℎ , 𝑈0.01

ℎ , 𝑈0.05
ℎ , 𝑈0.10

ℎ  (ℎ = 1, 2, 3, 4, 5). The results 

obtained can be interpreted to mean that the proposed removal of outliers from 
the data sets has a statistically significant impact on the accuracy of the XGBoost 
method in predicting company bankruptcy. 

An exception to this rule is the Sensitivity measure for the pairs of research 
approaches based on data free from outliers which have been removed using the 
quantiles {𝑄0.00, 𝑄1.00} and {𝑄0.01, 𝑄0.99}. In this case (significant level of 0.05), the 
removal of outliers from data in the training set has not affected the accuracy of 
the XGBoost prediction method in a statistically significant way. 
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To verify that changes in the prediction accuracy of the XGBoost method, 
occurring as a result of outliers being removed from data sets, constitute a 
positive trend in bankruptcy prediction, Table 3 provides aggregate information on 
the arithmetic mean, standard deviation and median values for such measures as 
Accuracy, Sensitivity and Specificity. For example, Figures 6-8 show results 
assuming the one-year prediction horizon (prior to bankruptcy). 

 
Figure 6.  Accuracy values obtained assuming the one-year prediction horizon 

(prior to bankruptcy) 

Source: Own work. 

 
Figure 7.  Sensitivity values obtained assuming the one-year prediction horizon 

(prior to bankruptcy) 

Source: Own work. 
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Figure 8.  Specificity values obtained assuming the one-year prediction horizon 

(prior to bankruptcy) 

Source: Own work. 

 
Figures 6-8 indicate that for the one-year prediction horizon an increase in q 

parameter value (which indicates the level of quantiles used to eliminate outliers 
from data) is accompanied by corresponding decreases in Accuracy and 
Specificity values and increases in Sensitivity values. The observed increase in 

the average value of the Sensitivity measure, i.e. from 0.6146 (𝑞 = 0.00) to 

0.8796 (𝑞 = 0.10) (case of the error criterion) and from 0.6202 (𝑞 = 0.00) to 
0.8796 (𝑞 = 0.10) (case of the AUC criterion), is a positive development, whereas 

the reported decrease in Specificity values, i.e. from 0.9868 (𝑞 = 0.00) to 0.7246 
(𝑞 = 0.10) (case of the error criterion) and from 0.9875 (𝑞 = 0.00) to 0.7282 
(𝑞 = 0.10) (case of the AUC criterion), is a negative development. From the 
perspective of credit granting institutions, which commission bankruptcy 
prediction models, the accuracy of bankruptcy risk prediction is more important 
than the prediction accuracy for absence of bankruptcy risks. Given the above 
and the results obtained, the use of quantiles {𝑄0.05, 𝑄0.95} during removal of 
outliers from the data sets is the most preferred option. The Sensitivity measure 
rose to 0.8178 (case of the error criterion) and 0.8178 (case of the AUC criterion), 
while the Specificity measure fell only slightly, i.e. to 0.8558 (case of the error 
criterion) and 0.8721 (case of the AUC criterion). 

The results presented in Tables 3-7 show that the patterns observed for the 
prediction model with the one-year time horizon can also be identified for the 
results obtained using the other four databases. The trends reported for the 
arithmetic mean values of the prediction accuracy measures are also identified for 
the median values.  
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Table 3.  Arithmetic mean, standard deviation and median values for Accuracy, 
Sensitivity and Specificity measures (h = 1) 

  Criterion: error Criterion: AUC 

Measure q Average 
Standard 
deviation 

Median Average 
Standard 
deviation 

Median 

Accuracy 0.00 

0.01 

0.05 

0.10 

0.9609 

0.9528 

0.8532 

0.7353 
 

0.0032 

0.0036 

0.0173 

0.0208 
 

0.9609 

0.9530 

0.8541 

0.7381 
 

0.9620 

0.9537 

0.8683 

0.7387 
 

0.0032 

0.0034 

0.0165 

0.0315 
 

0.9629 

0.9548 

0.8680 

0.7391 
 

Sensitivity 0.00 

0.01 

0.05 

0.10 

0.6146 

0.6530 

0.8178 

0.8796 
 

0.0487 

0.0426 

0.0279 

0.0265 
 

0.5985 

0.6569 

0.8212 

0.8796 
 

0.6202 

0.6628 

0.8178 

0.8796 
 

0.0431 

0.0365 

0.0286 

0.0245 
 

0.6131 

0.6569 

0.8175 

0.8759 
 

Specificity 0.00 

0.01 

0.05 

0.10 

0.9868 

0.9753 

0.8558 

0.7246 
 

0.0026 

0.0036 

0.0188 

0.0226 
 

0.9869 

0.9749 

0.8560 

0.7310 
 

0.9875 

0.9755 

0.8721 

0.7282 
 

0.0023 

0.0045 

0.0176 

0.0332 
 

0.9875 

0.9733 

0.8723 

0.7278 
 

Source: Own work. 

 

 

Table 4.  Arithmetic mean, standard deviation and median values for Accuracy, 
Sensitivity and Specificity measures (h = 2) 

  Criterion: error Criterion: AUC 

Measure q Average 
Standard 
deviation 

Median Average 
Standard 
deviation 

Median 

Accuracy 

 

0.00 

0.01 

0.05 

0.10 

0.9645 

0.9465 

0.7748 

0.6175 
 

0.0020 

0.0064 

0.0241 

0.0251 
 

0.9645 

0.9459 

0.7713 

0.6131 
 

0.9641 

0.9490 

0.7882 

0.6269 
 

0.0023 

0.0050 

0.0202 

0.0331 
 

0.9635 

0.9505 

0.7874 

0.6176 
 

Sensitivity 0.00 

0.01 

0.05 

0.10 

0.5060 

0.5554 

0.7556 

0.8762 
 

0.0389 

0.0507 

0.0630 

0.0279 
 

0.5000 

0.5698 

0.7791 

0.8779 
 

0.5062 

0.5665 

0.7653 

0.8624 
 

0.0372 

0.0433 

0.0439 

0.0247 
 

0.5058 

0.5901 

0.7791 

0.8605 
 

Specificity 0.00 

0.01 

0.05 

0.10 

0.9900 

0.9682 

0.7758 

0.6031 
 

0.0017 

0.0055 

0.0266 

0.0266 
 

0.9897 

0.9683 

0.7705 

0.5983 
 

0.9896 

0.9703 

0.7895 

0.6138 
 

0.0017 

0.0045 

0.0218 

0.0353 
 

0.9897 

0.9702 

0.7908 

0.6025 
 

Source: Own work. 
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Table 5.  Arithmetic mean, standard deviation and median values for Accuracy, 
Sensitivity and Specificity measures (h = 3) 

  Criterion: error Criterion: AUC 

Measure q Average 
Standard 
deviation 

Median Average 
Standard 
deviation 

Median 

Accuracy 

 

0.00 

0.01 

0.05 

0.10 

0.9642 

0.9512 

0.7675 

0.5648 
 

0.0017 

0.0042 

0.0240 

0.0199 
 

0.9640 

0.9514 

0.7775 

0.5701 
 

0.9645 

0.9529 

0.7876 

0.5879 
 

0.0028 

0.0027 

0.0210 

0.0361 
 

0.9646 

0.9520 

0.7832 

0.5920 
 

Sensitivity 0.00 

0.01 

0.05 

0.10 

0.3582 

0.4317 

0.6919 

0.8220 
 

0.0978 

0.0379 

0.0165 

0.0204 
 

0.3758 

0.4303 

0.6909 

0.8182 
 

0.4154 

0.4564 

0.6846 

0.8265 
 

0.0439 

0.0555 

0.0193 

0.0187 
 

0.4182 

0.4303 

0.6848 

0.8242 
 

Specificity 0.00 

0.01 

0.05 

0.10 

0.9941 

0.9768 

0.7713 

0.5520 
 

0.0038 

0.0051 

0.0255 

0.0205 
 

0.9922 

0.9769 

0.7830 

0.5579 
 

0.9917 

0.9775 

0.7927 

0.5761 
 

0.0021 

0.0024 

0.0221 

0.0381 
 

0.9912 

0.9781 

0.7891 

0.5808 
 

Source: Own work. 

 

 

Table 6.  Arithmetic mean, standard deviation and median values for Accuracy, 
Sensitivity and Specificity measures (h = 4) 

  Criterion: error Criterion: AUC 

Measure q Average 
Standard 
deviation 

Median Average 
Standard 
deviation 

Median 

Accuracy 

 

0.00 

0.01 

0.05 

0.10 

0.9730 

0.9643 

0.7810 

0.5527 
 

0.0019 

0.0031 

0.0276 

0.0306 
 

0.9732 

0.9653 

0.7846 

0.5520 
 

0.9727 

0.9647 

0.8069 

0.5789 
 

0.0021 

0.0033 

0.0311 

0.0478 
 

0.9729 

0.9655 

0.8178 

0.5619 
 

Sensitivity 0.00 

0.01 

0.05 

0.10 

0.4341 

0.4476 

0.6629 

0.8253 
 

0.0277 

0.0291 

0.0536 

0.0338 
 

0.4361 

0.4511 

0.6692 

0.8346 
 

0.4368 

0.4574 

0.6634 

0.8183 
 

0.0289 

0.0254 

0.0463 

0.0350 
 

0.4361 

0.4586 

0.6692 

0.8158 
 

Specificity 0.00 

0.01 

0.05 

0.10 

0.9950 

0.9854 

0.7858 

0.5416 
 

0.0015 

0.0032 

0.0293 

0.0319 
 

0.9952 

0.9865 

0.7893 

0.5428 
 

0.9946 

0.9855 

0.8128 

0.5691 
 

0.0016 

0.0036 

0.0325 

0.0502 
 

0.9945 

0.9863 

0.8241 

0.5525 
 

Source: Own work. 
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Table 7.  Arithmetic mean, standard deviation and median values for Accuracy, 
Sensitivity and Specificity measures (h = 5) 

  Criterion: error Criterion: AUC 

Measure q Average 
Standard 
deviation 

Median Average 
Standard 
deviation 

Median 

Accuracy 

 

0.00 

0.01 

0.05 

0.10 

0.9793 

0.9730 

0.8898 

0.7350 
 

0.0014 

0.0021 

0.0177 

0.0234 
 

0.9791 

0.9718 

0.8915 

0.7400 
 

0.9789 

0.9736 

0.9018 

0.7476 
 

0.0012 

0.0021 

0.0171 

0.0191 
 

0.9795 

0.9735 

0.9065 

0.7447 
 

Sensitivity 0.00 

0.01 

0.05 

0.10 

0.5411 

0.5715 

0.6756 

0.7967 
 

0.0465 

0.0136 

0.0520 

0.0349 
 

0.5556 

0.5667 

0.6889 

0.8222 
 

0.5426 

0.5707 

0.6711 

0.7911 
 

0.0392 

0.0169 

0.0421 

0.0402 
 

0.5556 

0.5778 

0.6778 

0.8000 
 

Specificity 0.00 

0.01 

0.05 

0.10 

0.9968 

0.9890 

0.8984 

0.7326 
 

<0.0001 

0.0021 

0.0188 

0.0249 
 

0.9969 

0.9880 

0.9028 

0.7393 
 

0.9964 

0.9897 

0.9111 

0.7459 
 

<0.0001 

0.0019 

0.0168 

0.0211 
 

0.9964 

0.9893 

0.9156 

0.7411 
 

Source: Own work. 

 

In the case of standard deviation values, no pattern that would be common to 
all cases under consideration has been observed. It is often the case that an 
increase in q parameter values is accompanied by corresponding increases in 
standard deviation values for Accuracy and Specificity measures. Further 
research is needed to assess how the elimination of outliers from data sets could 
affect measures other than the arithmetic mean and median of the data set. 

5.  Conclusions 

The above considerations can be summed up by stating that in most cases 
where the significant level was set at 0.05, an analysis of the prediction accuracy 
measures resulted in the null hypothesis being rejected in favour of the alternative 
hypothesis stating that the resulting data sets were not derived from the 
populations with the same location parameters. An exception to this rule is the 
pair of research approaches based on the training sets free from outliers which 
have been removed using the quantiles {𝑄0.00, 𝑄1.00} and {𝑄0.01, 𝑄0.99} for the 
Sensitivity measure. 

It can therefore be concluded that the removal of the outliers reported for 
companies which continue to operate as a going concern from data sets affects 
the accuracy of the extreme gradient boosting method in predicting company 
bankruptcy.  

The results show that the use of quantiles for the removal of the outliers 
reported for companies which continue to operate as a going concern from 
training sets increases the accuracy of the extreme gradient boosting method in 
detecting bankrupt companies (Sensitivity), while reducing the prediction 
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accuracy of that method when measured as total (Accuracy) and for a group of 
non-bankrupt companies (Specificity). In addition, the following pattern  
was observed: the more the accuracy is affected, the higher the q 

parameter (𝑄𝑞 and 𝑄1−𝑞). 

The results of the empirical research are consistent with the statement that 
the longer the prediction horizon (h), the less accurate the bankruptcy detection 
model (Sensitivity).  

Among the quantiles examined, the pair 𝑄0.05 and 𝑄0.95 should be highlighted 
due to (among others) the fact that when it was used to remove the outliers 
reported for companies which continue to operate as a going concern from the 
training set, the average value of the Sensitivity measure for h = 3, 4 rose above 
0.50. 
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 EFFICIENT TWO-PARAMETER ESTIMATOR  
IN LINEAR REGRESSION MODEL 

Ashok V. Dorugade1 

ABSTRACT 

In this article, two-parameter estimators in linear model with multicollinearity are 
considered. An alternative efficient two-parameter estimator is proposed and its 
properties are examined. Furthermore, this was compared with the ordinary least 
squares (OLS) estimator and ordinary ridge regression (ORR) estimators. Also, 
using the mean squares error criterion the proposed estimator performs more 
efficiently than OLS estimator, ORR estimator and other reviewed two-parameter 
estimators. A numerical example and simulation study are finally conducted to 
illustrate the superiority of the proposed estimator.  

Key words: multicollinearity, ridge regression, two-parameter estimator, mean 

squared error. 

1.  Introduction 

The ordinary least squares (OLS) method is one of the most important ways 
for estimating the parameters of the general linear model. Because of its 
simplicity and rationality, the results are obtained when specific assumptions are 
achieved. But if these assumptions are violated, OLS method does not assure the 
desirable results. Multicollinearity occurs when two or more than two explanatory 
variables are correlated with each other. To solve this problem, various biased 
estimators were put forward in the literature. The ordinary ridge regression (ORR) 
proposed by Hoerl and Kennard (1970a) is the most popular biased estimator. 
However, ORR estimator has some disadvantages; mainly it is a nonlinear 

function of the ridge parameter k . This leads to complicated equations when 

selecting k . To solve such difficulty, Liu (1993) then proposed the estimator 

called Liu estimator (LE). As seen, LE is a linear function of the ridge parameter 

d  and thus it is more convenient to choose d  than k . Liu (2003) suggested two 

Liu-type estimators and proved that these estimators have some superior 
properties over RR estimator under the mean squared error (MSE) criterion. 
However, it is difficult to determine which is better between them.  

Some other popular numerical techniques to deal with multicollinearity are the 
ridge regression due to Singh and Chaubey (1987), Liu (1993), Akdeniz and 
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Kaciranlar (1995), Crouse et al., (1995), Kaciranlar et al., (1999), Ozkale and 
Kaciranlar (2007), Yang and Chang (2010), Wu and Yang (2011),  Dorugade 
(2014) and others. 

In this paper, a new method for estimating the parameters in linear regression 
model with multicollinearity problem is proposed. The rest of this paper is 
organized as follows. The model and some well-known estimators are reviewed in 
Section 2. The efficient two parameter estimator is introduced in Section 3. 
Performances of the proposed estimator with respect to the scalar MSE criterion 
are discussed in Section 4. In Section 5, the methods of choosing the parameters 
were discussed. A simulation study to justify the superiority of the suggested 
estimator is given in Section 6. Some concluding remarks are given in Section 7. 

2. Model and estimators 

Consider the linear regression model 

  XY ,                                                    (1) 

where Y is a n×1 random vector of response variables, X is a known n×p matrix 

with full column rank,  is the vector of errors E() = 0 and Cov() = 2 In. ,  is a 

p×1  vector of unknown regression parameters and 2 is the unknown variance 

parameter. For the sake of convenience, it was assumed that the matrix X and 

the response variable Y are standardized in such a way that XX '  is a non-

singular correlation matrix and YX '  is the correlation between X and Y.  

Let   and T be the matrices of eigen values and eigen vectors of XX ' , 

respectively, satisfying XTXT ''
 =    = diagonal ( 1 , 2 ,..., p ),    with 

i  

being the ith eigen value of XX '  and TT '
 = 

'TT  = Ip We obtain the equivalent 
model  

       ZY ,                                                   (2) 

where Z = XT , it implies that ZZ '
 = , and α = 'T    (see Montgomery et al., 

2006).            

Then, OLS estimator of α is given by 

            YZZZOLS

'1' )(ˆ  =
1 YZ ' .                                     (3) 

Therefore, LS estimator of β is given by 

OLSOLS T ˆˆ   

However, it is well-known that OLS estimator performs poorly when 
multicollinearity exists. In order to control the instability in least squares estimates, 
Hoerl (1962), Hoerl and Kennard (1968) and then Hoerl and Kennard (1970b) 
suggested an alternative estimate of the regression coefficients namely ridge 
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regression as obtained by adding a positive constant (or ridge parameter) k  to 

the diagonal elements of the ordinary least square estimator. It is given as: 

ORR̂ =    OLSkIkI ̂
1

                                       (4)  

Therefore, ORR estimator of β is given by 

ORRORR T ˆˆ   

The literature has shown that some ridge estimators are based on a single 
ridge parameter while some are based on two ridge parameters. Some of the 
well-known methods used for estimation are listed below. 

The Jackknifed ridge regression estimator introduced by Singh and Chaubey 
(1987) is defined by 

JRR̂ =    OLSkIkI ̂
22 

                                   (5)  

Liu (1993) introduced a biased estimator, which is defined by 

          Liû =     OLSdII ̂
1




                                 (6)  

The almost unbiased Liu estimator introduced by Akdeniz and Kaciranlar 
(1995) is defined by 

AUL̂ =    YXdII '122
)1( 

 .                            (7)  

Crouse et al., (1995) defined unbiased ridge estimator given by 

           





p

i

iURR pJwherekJYZkI
1

'1
ˆˆ  .                   (8) 

Ozkale and Kaciranlar (2007) introduced a two-parameter estimator, which is 
defined by  

           TP̂ =     OLSkdIkI ̂
1




.                                (9) 

The ridge parameter 




p

i

ipk

1

22 ˆˆ   given by Hoerl et al. (1975) performs 

fairly well and the well-known estimate of ‘ d ’proposed by Liu (1993) is given as:    






p

i

iiii

p

i

iid

1

222

1

222 )1()ˆˆ()1()ˆˆ(  . 

The above calculated values of k  and d  are used to determine estimators 

given in (5) to (9), where, î  is the ith element of OLŜ ,   pi ,...,2,1  and 
2̂  is 

the OLS estimator of 
2 i.e. 

2̂ )1()ˆ( '''  pnYZYY  .                                        



176                                                            A. V. Dorugade: Efficient two-parameter… 

 

 

In the context of two-parameter estimator, Yang and Chang (2010), Wu and 
Yang (2011) have recently suggested two-parameter estimator’s alternative to LS 
estimator in the presence of multicollinearity. These estimators are given as: 

Yang and Chang (2010) suggested new two-parameter (NTP) estimator, 
given by 

NTP̂ =      YZkIdII '11 
                          (10) 

where, 




p

i

ipk

1

22 ˆˆ    and   
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d
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22222

)()1()ˆˆ(

)()1(ˆˆ)1(





. 

Also, MSE of  NTP̂  is given as: 

     NTPMSE ̂ 
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.      (11) 

Wu and Yang (2011) introduced always unbiased two-parameter (AUTP) 
estimator, which is defined by 

AUTP̂ =   TPTP kIdk  ˆ)1(ˆ 1
                         (12) 

where, 






  22 ˆˆˆmin1  iid       and     





   ˆˆˆ)1(ˆ 22
iii dk . 

Also, MSE of  AUTP̂  is given as: 

 AUTPMSE ̂
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.       (13) 

Recently, Dorugade (2014) introduced a modified two-parameter (MTP) 
estimator, which is defined by 

   OLSMTP kdIkdIkdIdkI  ˆ)())(1(ˆ 11             (14) 

Where, 




p

i

ipk

1

22 ˆˆ        and  
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Also, MSE of  MTP̂  is given as: 

            MTPMSE ̂
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.       (15) 

All the above methods of estimating   are used in Section 6. 
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3. Proposed estimator 

Hoerl and Kennard (1962) first suggested that to control the inflation and 
general instability associated with the least squares estimates.  The relationship 
of a ridge estimate to an ordinary estimate is given by the alternative form. It is 
observed that OLS is unbiased but has inflated variances under multicollinearity. 

Due to the complicated nature of the ridge parameter k , in the ridge regression 

method, Liu (2003) proposed a two-parameter estimator. In this article we 
introduce the efficient two-parameter estimator, which can be computed in two 
steps. Initially, following the similar method proposed by Liu (1993), Kaciranlar et 
al., (1999) and Yang and Chang (2010), we introduce the two-parameter 
estimator as: 

*̂ =   YZIdk '1
)1(


 .                                      (16) 

Hoerl and Kennard (1970a) pointed that ORR avoids inflating the variances at 

the cost of bias by pre-multiplying 
OLŜ  with the matrix ])([ 1 kIkI  to reduce 

the inflated variances in OLS. The proposed estimator is based on this same logic 

by pre-multiplying 
*̂ with the matrix ])([ 1 kIkI . This is defined in 

equation (17) as : 

*1 ˆ])([ˆ   kIkIETP
,                                    (17) 

or 

OLSETP IdkkI  ˆ]))1(()([ˆ 112   . 

Equation (17) is termed as Efficient Two-Parameter (ETP) estimator of   . 

Thus, the coordinate wise estimators can be written as                

 pi
dkk

i

ii

i
iETP ,...,2,1ˆ

))1()((
ˆ

2











 




                 (18)   

where î  are the individual components of 
OLŜ . 

We can see that it is a general estimator which includes the OLS and ORR 
estimators as special cases: 

       at   dk ,0     OLSETP  ˆˆ    the OLS estimator, 

       at   1, dk         OLSETP IkkI  ˆ][ˆ
1

   the ORR estimator, 

       at   1 dk        OLSETP II  ˆ][ˆ
1

 , 

       at   0, dk         ORRETP IkkI  ˆ][ˆ
1

 .          
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3.1.  Bias, Variance and MSE of ETP estimator 

It is clear that ETP̂ is biased estimator, the bias of the ETP estimator is given 

by:  

 ETPBias ̂ =  ]ˆ[ ETPE  

]))1(()([ 112 IIdkkI  
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dkdk
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)1(
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                              (19) 

 ETPV ̂    = '12 VV   where ]))1(()([ 112   IdkkIV          
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 .                                 (20) 

The MSE of ETP estimator is  

 ETPMSE ̂  =  ETPV ̂ +   ETPBias ̂    'ˆ
ETPBias   

 ETPMSE ̂
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 . 

     (21) 

Setting 0k  in (21), we obtain 

  OLSMSE ̂ 



p

i i1

2 1
ˆ


 .                                      (22) 

Also, setting 1d  in (21), we obtain 

  ORRMSE ̂
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k
k
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2 ˆ




.                  (23) 

4. Performance of the proposed estimator  

This section compares the performance of ETP̂  with 
OLŜ  and ORR̂  using 

MSE criteria. 

4.1.  Comparison between the ETP̂  and 
OLŜ using MSE criterion 

The difference between 
OLŜ  and ETP̂  in the MSE sense is as follows: 

 OLSMSE ̂ -  ETPMSE ̂  
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From the above equation, it can be shown that the difference  OLSMSE ̂ -

 ETPMSE ̂  will be positive if and only if      

      2224222 )1()2(ˆ)1(ˆ dkdkdkk iiiiii    

Thus,     ETPOLS MSEMSE  ˆˆ   

if and only if  

      2224222 )1()2(ˆ)1(ˆ dkdkdkk iiiiii   .            (24) 

4.2.  Comparison between the ETP̂  and 
ORR̂  

The difference between 
ORR̂  and ETP̂  in the MSE sense is as follows: 

 ORRMSE ̂ -  ETPMSE ̂
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From above equation, it can be shown that the difference  ORRMSE ̂ -

 ETPMSE ̂  will be positive if and only if     2222 )1()2(1 dkdkdkk ii    

Thus,            ETPORR MSEMSE  ˆˆ   

if and only if      

                       2222 )1()2(1 dkdkdkk ii   .                         (25) 

5. Determination of ridge parameter k  and d   

A very important issue in the study of the ridge and Liu regression is how to 

find appropriate ridge and Liu parameters, k  and d  respectively. These 
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parameters may either be nonstochastic or may depend on the observed data. 
The choice of values for these ridge parameters has been one of the most difficult 
problems confronting the study of the generalized ridge regression.  

In order to determine and evaluate the performance of our proposed estimator 

ETP̂  as compare to OLS estimator and others, we will find the optimal values of 

ridge parameters k  and d . Let k̂  is the optimal value of the k  determined by 

well-known method of determining the ridge parameter, the optimal value of the 

d  can be considered to be this d  that minimizes  ETPMSE ̂ .  

Let  ETPMSEdkg ̂),(   

   
 















p

i ii

i

dkk1
22

3
2

)1(


 +   

 
   

 













p

i

i

ii

i

dkk

dkdk

1

2

22

22

)1(

)1()2(





. 

Then, by differentiating ),( dkg  w.r.t. d  and equating to 0, we have 
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,                             (26) 

d  is the function of k  depends on the 2 and i . For practical purposes, they 

are replaced by their unbiased estimator 2̂ and î  . Hence,   
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.                             (27) 

6. Comparative study 

6.1. A simulation study 

The performance of the proposed estimator and the existing estimators is 
examined via a simulation study. The simulation is carried out under different 

degrees of multicollinearity. The average MSE (AMSE) ratios of the ETP̂  and 

other ridge estimators over OLS estimator are evaluated. The true model is 

considered as   XY . Here  follows a normal distribution ),0(
2

nIN   and 

following McDonald and Galerneau (1975) the explanatory variables are 
generated by  

pjniuux ipijij ,...,2,1,...,2,1)1( 2/12    

where uij are independent standard normal pseudo-random numbers and   is 

specified so that the theoretical correlation between any two explanatory variables 
is given by  2. In this study, to investigate the effects of different degrees of 

multicollinearity on the estimators, we consider two different correlations,  
  = 0.95, 0.99.   parameter vectors are chosen arbitrarily such that 
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')2,6,1,2( , ')3,1,1( for p = 4 and 3, respectively. The sizes of samples are 

20, 50 and 100. The variance of the error terms is taken as 2  = 1, 5 and 10.  

The well-known ridge parameter 




p

i

ipk

1

22 ˆˆ   suggested by Hoerl et al., 

(1975) was used. d  is determined as defined in equation (27). Efficient two-

parameter estimator and estimators given in (3) to (5), (7) to (10), (12) and (14) 
are computed. The experiment is repeated 1000 times and the average MSE 
(AMSE) of estimators is obtained using the following expression: 

                         )ˆ(AMSE  = 
 



p

i j

iij

1

1000

1

2)ˆ(
1000

1
                               (28)  

where iĵ  denote the estimator of the ith parameter in the jth replication and 
i , 

pi ,...,2,1   are the true parameter values. 

Firstly, we computed the AMSE ratios ( )ˆ()ˆ(  AMSEAMSE OLS
) of OLS 

estimator over different estimators for various values of triplet (  , n, 
2 ) and 

reported in Tables 1-4. We consider the method that leads to the maximum 
AMSE ratio to the best from the MSE point of view. 

From Tables 1-4, we observe that the performance of our proposed efficient 

two-parameter estimator ( ETP̂ ) is better than OLŜ . Also, ETP̂  is more efficient 

in terms of MSE than other biased estimators JRR̂ , AUL̂ , URR̂ , TP̂ , NTP̂ , 

AUTP̂  and MTP̂  including 
ORR̂  for various values of triplet (  , n, 

2 ). The 

results agree with our theoretical findings in Section 4. 

Table 1. Ratio of AMSE of OLS over various ridge estimators  

 (p = 4, ')2,6,1,2( and   = 0.95) 

Estimator 
n = 20 50 100 

2̂ 1 5 10 1 5 10 1 5 10 

ORR̂  1.0209 1.3800 1.4746 1.5603 1.7090 2.1274 2.1833 2.2644 2.3872 

JRR̂  1.0019 1.3525 1.3624 1.5186 1.5745 1.8444 1.7952 1.4780 1.4779 

AUL̂  1.0326 1.2966 1.0040 1.0793 1.2278 1.0487 1.0013 1.0125 1.0219 

URR̂  1.4067 1.3184 1.3363 1.5621 1.7799 1.6437 1.8530 2.4037 3.2057 

TP̂  0.9909 0.8698 0.9730 0.8516 0.7984 0.8615 0.9675 0.9390 1.0504 

NTP̂  0.7030 0.3278 1.2536 1.5321 0.8943 1.9981 2.4686 2.0685 2.3089 

AUTP̂  1.0004 1.0695 1.0017 1.0697 1.1131 1.0328 1.0014 1.0032 1.0017 

MTP̂  1.0210 1.3800 1.4748 1.5600 1.7094 2.1270 2.1836 2.2648 2.3870 

ETP̂  1.4388 1.4078 1.5967 1.6028 1.8579 2.4492 2.6313 3.0779 3.3611 
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Table 2. Ratio of AMSE of OLS over various ridge estimators 

 (p = 4, ')2,6,1,2( and   = 0.99) 

Estimator 
n = 20 50 100 

2̂ 1 5 10 1 5 10 1 5 10 

ORR̂  1.2365 1.4166 1.9591 2.2037 2.7241 2.8145 2.2735 2.7244 2.9822 

JRR̂  1.1365 1.1309 1.4754 1.2585 2.4739 1.7537 2.2602 2.3833 1.6211 

AUL̂  1.0873 1.0061 1.052 1.068 1.0458 1.02 1.0022 1.0142 1.1438 

URR̂  1.2691 1.4654 0.9704 1.7314 2.281 2.8455 1.5181 1.742 2.257 

TP̂  1.0435 0.9784 0.8843 0.9211 1.2129 0.8857 1.0332 1.1264 0.8024 

NTP̂  1.1173 1.1683 1.5396 0.516 2.587 2.9986 2.5124 2.1497 2.0449 

AUTP̂  1.0054 1.0006 1.0176 1.0036 1.0409 1.0119 1.0016 1.0153 1.0336 

MTP̂  1.2300 1.4168 1.8960 2.2039 2.7245 2.8150 2.2740 2.7250 2.9820 

ETP̂  1.34 1.5982 2.5048 2.6136 3.0088 4.0831 2.2873 3.1294 4.2129 

 
 

Table 3. Ratio of AMSE of OLS over various ridge estimators  

 (p = 3, ')3,1,1( and   = 0.95) 

Estimator 
n = 20 50 100 

2̂ 1 5 10 1 5 10 1 5 10 

ORR̂  1.5559 2.0183 2.7696 1.8432 1.923 2.3064 2.0479 2.0930 3.0024 

JRR̂  1.5030 1.3665 1.4734 1.7442 1.5766 1.7138 1.3825 1.3013 1.9361 

AUL̂  1.0061 1.0577 1.0181 1.0044 1.0591 1.0157 1.0690 1.0469 1.0214 

URR̂  1.1864 1.7946 2.5463 1.8317 1.8465 0.7616 1.7940 1.8067 2.5083 

TP̂  0.9606 0.8749 0.9631 1.0025 0.8328 0.8223 0.8684 0.8958 0.9171 

NTP̂  1.2280 1.7430 2.1870 1.8514 1.5227 1.6014 1.6203 1.8242 2.7112 

AUTP̂  1.0023 1.0176 1.0044 1.003 1.0301 1.027 1.0118 1.0090 1.0063 

MTP̂  1.5550 2.0189 2.7755 1.8440 1.933 2.3164 2.0586 2.0980 3.0124 

ETP̂  1.6037 2.3405 3.5764 1.9354 2.2614 2.8938 2.3319 2.4589 4.0607 
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Table 4. Ratio of AMSE of OLS over various ridge estimators  

 (p = 3, ')3,1,1( and   = 0.99) 

Estimator 
n = 20 50 100 

2̂ 1 5 10 1 5 10 1 5 10 

ORR̂  1.5622 2.8334 3.0927 1.9421 2.2077 2.4474 2.5685 2.6181 3.5616 

JRR̂  1.2507 1.8883 2.2305 1.2062 1.7607 1.4847 1.7945 1.4024 2.1656 

AUL̂  1.0227 1.0308 1.0204 1.0817 1.0179 1.1277 1.0273 1.1743 1.0506 

URR̂  1.4735 1.8497 2.1001 1.5143 1.4785 2.1487 2.3512 2.0673 2.2603 

TP̂  0.8635 0.8921 0.8776 0.8935 0.915 0.8246 0.9067     0.8155 0.8338 

NTP̂  1.4160 2.0758 2.5563 1.3947 1.9748 1.7623 0.5709 1.6083 3.438 

AUTP̂  1.0032 1.0115 1.0058 1.0076 1.0096 1.0288 1.0111 1.0246 1.0251 

MTP̂  1.5620 2.8634 3.2927 2.1011 2.3077 2.8474 3.1685 2.9182 3.7521 

ETP̂  1.8216 3.9784 3.6171 2.1426 2.7185 3.2002 3.3286 3.1803 4.4847 

6.2. Numerical example 

To validate the theoretical results, the numerical example used by Gruber 
(1988) was adopted. It was established that this data set suffers multicollinearity. 
Data shows Total National Research and Development Expenditures as a 
Percent of Gross National Product by Country: 1972-1986. It represents the 
relationship between the dependent variable Y, the percentage spent by the 
United States and four other independent variables X1, X2, X3, and X4.  

The estimated MSE values for OLŜ ,
ORR̂ , NTP̂ , AUTP̂ , MTP̂  and ETP̂  

estimators, are obtained and reported in Table 5. 

Table 5.  Values of MSE 

Estimator OLŜ  
ORR̂  NTP̂  AUTP̂  

MTP̂  ETP̂  

MSE 0.2833 0.1256 0.1255 0.2832 0.1257 0.1251 

 
From Table 5, it was observed that the estimated MSE value of the efficient 

two-parameter estimator ( ETP̂ ) is always smaller than those of the OLŜ , ORR̂ , 

NTP̂ , AUTP̂  and MTP̂  estimators. The results agree with the theoretical findings 

in Section 4. Finally, ETP̂  is meaningful in practice. 
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7. Conclusion 

A biased efficient two-parameter estimator has been proposed for estimating 
the parameter of the linear regression model with multicollinearity. The proposed 
estimator is examined against OLS and ORR estimator in terms of scalar MSE 
criterion. Finally, from the simulation study and numerical example, the 
performance of the proposed estimator is satisfactory in the presence of 
multicollinearity over other estimators reviewed in this article. 
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SATELLITE WORKSHOP ON SOME TOPICS IN THE PRACTICE  

OF SURVEY SAMPLING 

Instructor: Graham Kalton 
 
 
Date: 2 July 2019, the pre-conference day of the  MET2019. 
 
Venue: Statistics Poland/GUS, Al. Niepodległości 208, Room 149 
 
 
A satellite training workshop will take place on Tuesday, 2 July, the day preceding 
the MET2019 (Methodology of Statistical Research) conference. The workshop 
instructor will be Graham Kalton, one of the leading authorities in the field of 
survey research, author of textbooks and papers on survey sampling and survey 
methodology. 
 
The day-long program will focus on selected topics often encountered in survey 
practice―such as designs for surveys over time, methods for dealing with 
deficiencies in sampling frames, dealing with problems caused by inaccurate 
measures of size in multistage samples, and future trends in survey research. 
 
This free workshop is addressed primarily to employees in national and local 
statistical agencies who are interested in the methodology of survey sampling 
practice. 
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